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Abstract of the Dissertation

Injection of Tunnel Ionized Electrons into

Laser-Produced Wakes

by

Arthur Pak

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2010

Professor Chandrashekhar Joshi, Chair

The injection of electrons via tunneling ionization into a laser driven wakefield

accelerator has been studied with experiments, theory and simulations. In this

work the large difference in ionization potentials between successive ionization

states of trace atoms, is used as the mechanism for injecting electrons into a laser

driven wakefield. Here a mixture of helium and trace amounts of either nitrogen

or methane (CH4) gas was used. Electrons from the K shell of either nitrogen or

carbon were tunnel ionized near the peak of the laser pulse and injected directly

into the wake. The wake was created by electrons from majority helium atoms

with contributions, depending on which gas mixture was used, from the either

the L shell of nitrogen or the hydrogen and the L shell of carbon.

Using the helium nitrogen gas mixture, the threshold intensity at which trap-

ping was observed to occur corresponded to the intensity required to ionize the

6th electron from nitrogen(i.e. the first electron within the K shell). This indi-

cates ionization of the K-shell of nitrogen triggers injection, and the subsequent

trapping and acceleration of electrons. The electron energy spectrum was ob-

served to be quasi-continuous for a laser ao ≥ 2. This spectral shape is a result

xxi



of the continuous ionization and injection which occurs as long as the magni-

tude of the laser field remains above that required to ionize the K-shell of the

nitrogen. The relative amount of charge accelerated, the intensity threshold, and

spectral shape of accelerated electrons were found to be in good agreement with

3-D particle in cell code simulations which modeled the interaction.

The trapping of electrons into a wakefield was studied theoretically using a

3-D Hamiltonian description of an electron within a electromagnetic field. From

this description, a constant of motion can be found which relates the scalar and

vector potentials of the wake and laser to the momentum of an electron. In

this manner the required potential difference that an electron must experience

to become trapped can be solved for. This estimate of the required potential

difference for trapping to occur was found to be in good agreement with that

observed in 2-D particle in cell code simulations.

Using the 3-D scaling laws for the laser wakefield accelerator in the blowout

regime, it was found injecting electrons directly into the wakefield, as they are

when injected via ionization, significantly increases the potential difference, or

the amount of energy available to the electron, to become trapped. This increase

in available potential can in turn be used to lower the absolute wake amplitude

necessary for trapping to occur. This reduction in wake amplitude means that

electrons can be trapped into wakes with lower amplitudes driven by lasers with

lower peak powers.

The acceleration of electrons at reduced laser powers using ionization injec-

tion has been confirmed experimentally. Using the helium nitrogen or helium

methane gas mixtures, accelerated electrons have been routinely observed using

laser powers 2-4 times lower that what has been required to accelerate electrons

from plasmas created from pure helium gas at similar densities.
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CHAPTER 1

Introduction

Highly energetic electron beams have many uses, from providing a way to study

the building blocks of matter, to generating the ultra-short, coherent sources of

x-rays used to explore the structure of biological molecules [1, 2] . However, the

machines required to create and accelerate electron beams to these high energies

measure kilometers in length and cost billions of dollars to build and maintain.

In addition the next generation of particle colliders will require electron beams

with up to ten times more energy than obtained at LEP, the highest energy

e+e− collider to date. This requirement makes using conventional accelerator

technology based on microwaves prohibitively expensive. In 1979, Tajima and

Dawson proposed a new method of accelerating electrons to high energies using

a plasma-based accelerator [3]. The accelerating field in a plasma can be ∼ 1000

times larger than those in conventional accelerators. This feature could allow

for GeV-class beams from conventional accelerators to be further accelerated to

energies on the order of TeV over a very short distance and for a relatively small

cost. At the same time, uses for electron beams with moderate energies are ex-

panding, from potential medical applications [4] to novel light sources, including

free electron lasers [5]. The large accelerating gradients of plasma accelerators

can be created with smaller laser facilities allowing the entire accelerator facility

to be miniaturized. This reduction in accelerator size could reduce the cost and

increase the accessibility of such facilities. Comparing a conventional accelerator

1



to a plasma-based accelerator, one can see that the essential architecture is the

same, but the scale of the accelerating gradient and the size of the accelerat-

ing structure are radically different. In a conventional accelerator, a iris loaded

copper waveguide is used to support a radio frequency (RF) mode that has a

longitudinal electric field component that propagates at the phase velocity of

light. The longitudinal electric field of the RF mode can be used to give energy

to electrons, accelerating them to relativistic energies with a gradient of ∼ 100

MeV / m. The maximum acceleration gradient is limited by the power of the

RF mode that the waveguide can support without arcing. This limitation deter-

mines the overall length of a conventional accelerator. For example, the Stanford

Linear Accelerator (SLAC) can accelerate and electron bunch to ∼ 50 GeV in

3200 meters.

Tajima, Dawson and Chen [3, 6] proposed that an analogous acceleration

process can occur within a plasma using a space-charge density wave rather than

a TM mode as in a waveguide. As illustrated in Fig. 2.1, a highly relativistic

charged particle beam or an intense laser pulse driver first enters a quasi-neutral

plasma. On a short time scale, the heavier positively charged ions of the plasma

cannot react to the impulse of the driver, while the lighter electrons are displaced

around the driver. The displaced electrons are attracted back towards the ion

column and end up oscillating around the center of the ion column on a time

scale of electron plasma frequency ωp. This oscillation creates an electron density

plasma wave known as a wake. The separation between the static ions and

the oscillating electrons creates an electric field which, just like the conventional

waveguide, has a longitudinal electric field component that propagates at a phase

velocity that is approximately equal to the group velocity of the drive pulse (∼c)

and therefore can be used to accelerate electrons to high energies. Examining the

on axis lineout of the longitudinal accelerating field created by the laser pulse in
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Figure 1.1: The plasma charge density shown (grey) driven by a laser pulse

(color) which is propagating to the right. The plasma density and the envelope

of the laser electric field have been plotted vs space. The on axis longitudinal

accelerating electric field from the wake created (solid line) has been plotted

below. The accelerating phase of the first period of the wake has been highlighted

in green while the decelerating phase of the first period has been highlighted in

red. Here ωo/ωp is 10.96.
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Fig. 2.1, it can been seen that an electron injected into the first period of the

wake will be accelerated towards the middle of the first period where the electric

field is zero. Therefore, within a wakefield there is an acclerating phase (shown

in green) and a decelerating phase (shown in red), where an injected electron will

either be accelerated in the co-propagating or counter-propagating direction of

the driver respectively.

The accelerating gradient of these so-called wakefield accelerators can be ap-

proximated as E = (vφmωp/e)ε. Here vφ is the phase velocity of the plasma

wave, and ε is the ratio of the plasma wave density, δn, to the background plasma

density, np. Assuming vφ ≈ c and δn = 1, the electric field in the plasma wake

can be written E (eV / m ) ≈ 96.2
√

np(cm−3) . Over the range of plasma densi-

ties from 1017 - 1019 cm−3, this simple scaling gives an accelerating gradient of ∼
30-300 GeV / m, which is approximately 1000 times more than can be achieved

in a conventional accelerator. This means that the energy gained by an electron

beam in 1 meter of a plasma wakefield accelerator is equivalent to the energy

gained from 1000 meters of a conventional accelerator beam line.

Plasma-based accelerators are also different from conventional accelerators

in that they can easily create and accelerate ultra-short electron bunches. As

shown in Fig. 2.1, the accelerating field of each wake extends over half a plasma

wavelength. In many instances, most of the accelerated charge originates from the

first period of the wake. This property allows plasma-based accelerators to create

ultra-short electron bunches with pulse widths on the order of the plasma wave-

length λp which is typically tens of femtoseconds. Ultra-short electron bunches

created by plasma-based accelerates are already being used in conjunction with

magnetic undulators, to create ultra-short sources of light at a wavelength of

10-20 nm [7].
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To understand the many difficulties confronting the realization of a plasma-

based accelerator, it is instructive to look to prior efforts and accomplishments

that make current work possible. While the following overview is selective, its

purpose is to briefly introduce some of the major concepts and challenges cur-

rently facing the field. These ideas will in turn provide the motivation for the

work presented in this thesis.

When the idea of plasma-based acceleration was first proposed, a single, suf-

ficiently powerful laser driver necessary to drive a wake was not available. It

was recognized by Dawson that two laser pulses, each with slightly different fre-

quencies, could be mixed together and interfere to create a beat wave [8]. The

frequency of the beat wave was set to equal the plasma frequency. A plasma

wave could then be resonantly excited by the ponderomotive force of the suc-

cessive laser pulses of the beat wave. In the first beat wave experiments, an

externally generated electron beam was injected into the plasma wave and a por-

tion of the electron beam was observed to both gain and lose energy [9]. Some

electrons were shown to be trapped by the plasma wave with a longitudinal field

of > 3GeV/m [10].

Concurrent to the first beat wave accelerator experiments, another scheme,

known as the plasma wakefield accelerator (PWFA), was proposed as a method for

accelerating electrons [6]. In a PWFA, the Colomb force of a relativistic electron

bunch is used to drive an accelerating wakefield. Not long after the PWFA was

proposed, the concept was successfully demonstrated using an intense 21 MeV

electron beam to drive a wake through a pre-ionized plasma [11]. The drive beam

was followed by a 15 MeV witness beam, and the delay between the drive beam

and witness beam was adjustable. The energy centroid of the witness beam was

observed to increase and decrease as a function of delay between the witness
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and the drive beam. The energy fluctuation in the witness beam, as a function

of delay, correlated to the expected accelerating and decelerating fields of the

beam-driven wake. While the accelerating gradient of the wakefield measured

in this experiment was only ∼ 1 MeV / m, the concept of a PWFA was clearly

demonstrated. Since the initial demonstration of a PWFA, progress in the field

has been remarkable. In the most recent and successful PWFA experiments

conducted at the Stanford Linear Accelerator (SLAC), a wakefield with a greater

than 40 GeV / m accelerating gradient was demonstrated [12].

Part of the initial appeal of PWFA was the fact that the electron beam drive

source, while not ideal, was an available technology, whereas creating a beat

wave laser source was pushing the technological frontier at the time. Addition-

ally, laser plasma instabilities as well as the difficulty in tuning the beat wave

frequency to the plasma frequency made beat wave accelerators challenging to

realize. While tremendous accelerating gradients have been demonstrated using

the PWFA scheme, they still require a large conventional accelerator to create the

electron beam that drives the interaction. To exploit the compactness of plasma

wakefield acceleration, a compact driver and electron beam source was needed.

Developments in laser technology, specifically the invention of the chirped

pulse amplification technique, enabled the creation of short intense laser pulses

capable of directly exciting wakes [13]. Initially, CPA laser systems were limited

to producing laser pulses that were hundreds of femtoseconds long with intensi-

ties of ∼ 1018 W/cm2. Early experiments showed that using this class of laser

pulses, large amplitude plasma waves could be driven through the Raman for-

ward scattering instability [14]. Furthermore, it was observed that background

plasma electrons could become trapped into these wakes and accelerated to tens

of MeV [15]. While the electron beams created in these experiments had large
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energy spreads, these results confirmed two important ideas. First, that a new

type of laser system could provide a driver for wakefield acceleration, and second,

that a source of injected electrons into these wakes can come directly from the

plasma itself [16].

Laser technology continued to advance, and eventually a new CPA laser sys-

tem, which used a titanium-sapphire (Ti:Sapph) crystal as a ultra-broad band-

width gain medium, became available and was found to be even better suited

for laser driven wakefield experiments. Able to fit into a small room on a few

table tops, a CPA Ti:Sapph laser can produce ultra-short (∼ 50 fs) laser pulses

that contain 10’s of terawatts of power. The ultra-short nature of Ti:Sapph laser

pulses allows for the large ponderomotive force required to drive a wakefield to

be created with a relatively small amount of energy ( ∼ 1 J ). Unlike the longer

laser pulse widths that were previously used, the length of a Ti:Sapph laser pulse

can be made to be on the order of or less than a plasma wavelength, making

it less susceptible to the forward Raman scattering instability. This allows for

a short intense Ti:Sapph laser pulse to drive the laser wakefield interaction in a

more stable manner. Accelerating wakefields that are driven by a single short

laser pulse are known as a laser wakefield accelerators (LWFA) [17].

While Ti:Sapph laser systems are capable of producing a multi-terawatt laser

pulse, in order reach the intensities required to drive large amplitude wakes, the

pulse must be focused down to a spot size of ∼ 10 µm. As a consequence of

being focused tightly, the Raleigh length of the laser pulse, ZR, is on the order

of ∼ 100 µm. This means that the laser pulse will diverge and lose the intensity

required to drive a strong wake after only a few ZR. Without a mechanism to

keep the spot size of the laser pulse from increasing as it diverges through the

plasma, the total length of a LWFA, and thus the total energy an electron can

7



gain, is limited.

To overcome this limitation, a radial plasma density profile can be created

such that the diffraction of the laser pulse is minimized. This allows the spot size

of the laser pulse to remain small, or ’guided’, over longer distances, and extends

the length of a LWFA. Two methods have been developed to create such a guiding

density profile. In the first method, an electrical discharge is struck across a tube,

or capillary, of hydrogen gas creating a plasma. The electron temperature close to

the capillary wall is lower than that near the center of the discharge. Therefore

over a short amount of time (∼ 100 ns ), hotter electrons located on axis of

the discharge will diffuse radially, creating an appropriate density channel that

can guide a laser pulse [18]. A second method, known as self-guiding, relies on

matching the ponderomotive force of the laser which expels the plasma electrons

to the space-charge attraction force that the plasma ions exert on the expelled

electrons, such that the wake that is driven by the laser pulse also serves to

guide the laser pulse [19]. Both of these techniques have been used to extend the

length of a LWFA from hundreds of microns to centimeter scale lengths [20, 21].

Extending the length of acceleration is an important step in achieving higher

accelerated energies, however the total energy gain of a LWFA in many instances

is not limited solely by the accelerator length.

To see this, again consider Fig. 2.1, and notice that there is an accelerating

and decelerating phase of the longitudinal electric field in the wake. In order for

electrons to be accelerated by the longitudinal electric field of a LWFA, they must

remain within the accelerating phase of the plasma wave. Ideally, as the electron

beam and wake travel through the plasma together, the electron bunch would

remain at the same relative phase location within the wake, so as to experience

a constant accelerating field. Unfortunately, in a LWFA, the phase velocity of
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the wakefield is the group velocity of the laser drive pulse, vg = c(1 − 1
2

ne

nc
) in

the plasma and for current lasers is not the same as the velocity of a relativistic

electron beam (∼c). This difference in velocity causes a relative slip in position

between the electron beam and the accelerating phase of the wakefield. Even-

tually the electron beam will slip into the decelerating phase of the wakefield

and begin to lose energy. The length over which the electron beam can gain

energy from the accelerating phase of the wakefield is known as the dephasing

length. This length limits the maximum energy gain that an electron experi-

ences in a LWFA. An important difference between the LWFA driven by current

lasers where ωo/ωp ≈ on the order of 10-100 and the PWFA that uses an ultra-

relativistic electron beam is that dephasing does not limit the energy gain in a

PWFA, until the drive particles loose almost all their energy, as there is no ap-

preciable difference in velocity between an electron beam driver and the trailing

beam. In a plasma the group velocity of a laser, or phase velocity of the wake is

∝ 1/np. This is why as the plasma densities are lowered, the phase velocity and

thus the dephasing length will increase, allowing electrons to gain more energy

from the wake [22].

Just as important as extending and optimizing the length of acceleration in

a LWFA is the injection of electrons into these accelerating wakefields. Under-

standing the injection and trapping of electrons is a critical step for creating high

quality reproducible electrons beams necessary for use in high energy physics,

free electron lasers and medial applications. Electrons can either be externally

injected from an electron beam source into a LWFA or they can be injected from

the background plasma into the LWFA.

External injection of an electron beam into a LWFA is challenging for many

reasons. First, in order for the external electron beam to experience a uniform
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accelerating field the beam must be ultra-short and transversely small on the

order of a plasma wavelength. Again, while electron beams with these parameters

are obtainable, they require a large and complex conventional accelerator to be

achieved. Another challenge for external injection is synchronizing the electron

beam with the phase of the accelerating field in the laser driven wake. To date,

external injection of an electron beam into a LWFA has not been demonstrated.

The most straightforward method of injection in the LWFA is the so called self-

trapping of background plasma electrons into the wake. Electrons are considered

trapped when they gain enough energy from the wakefield such that their velocity

is equal to the phase velocity of the wakefield. Self-trapping can occur when a

strong wake is driven and a large electron density spike forms at the back of the

first period of the wakefield. As more and more electrons are drawn back to the

end of the plasma period, this large density spike can deflect some of the electrons

and inject them into the large longitudinal electric field at the back of the wake.

Here, they are quickly accelerated by the wakefield to the phase velocity of the

wake. These electrons are trapped and can continue to gain further energy from

the wakefield.

In 2004, three groups, all using CPA Ti:Saphh laser systems, demonstrated

that self-trapping and acceleration of electrons in this manner could lead to the

generation of an electron beam with a relatively narrow energy spread [23, 24, 25].

Even though each experiment was conducted using slightly different laser powers,

plasma densities, and plasma lengths, each group observed a quasi-monoenergetic

electron beam with ∼100 pC of charge, at a peak energy greater than 70 MeV

with a beam energy spread of ± 2-12 %. 3-D OSIRIS particle in cell simulations

indicated that despite differences in experimental parameters, similar physics lead

to an evolution of the laser pulse in each experiment, which in turn triggered the

10



self-trapping of electrons and production of a monoenergetic electron beam [26].

These initial results created a lot of interest and excitement as they showed

that electron beams with useful amounts charge, and energy, and with much

smaller energy spreads that previously observed could be created from a LWFA

[27]. However, there was no theory or framework to follow on how to control or

optimize the self-trapping and acceleration processes.

To address these issues, a phenomenological theory was developed which indi-

cates the optimal laser and plasma parameters for self-guiding and self-trapping

to occur [28]. In the regime where this theory is satisfied, experimental results

have shown that stable self-trapping exists and the properties of electron beams

are in agreement with those predicted [29, 30, 31]. However this regime requires

a very intense laser pulse capable of fully cavitating all the electrons from the

wake [19]. As plasma densities are lowered to achieve higher electron energies,

the energy of the laser pulse required to blow out all the electrons from the wake

increases to beyond current commonly available laser systems. In this regime,

the largest energy that electrons have been accelerated to is ∼ 800 MeV using ∼
200 TW of laser power to drive an accelerating wakefield and self-trap electrons

at a plasma density of 5.5 x 1018 cm−3 [31].

Alternatively, a method of injecting electrons into laser driven wakefields us-

ing multiple lasers pulses, know as colliding pulse injection, was proposed and

demonstrated [32, 33]. In current colliding pulse experiments, a single injection

pulse, collides at a small angle with a stronger counter propagating drive pulse.

The collision between the two laser pulses initiates the injection of electrons in

the following manner. The drive laser pulse first creates a wakefield, but does

not drive the wake strongly enough such that self-trapping occurs. The weaker

injection pulse, has the same frequency and is polarized in the same direction as
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the drive laser pulse. When the two pulses collide, they interfere with one an-

other and briefly create a standing wave with a large ponderomotive force. It is

this ponderomotive force which accelerates background plasma electrons within

the wake up to the phase velocity of the wake causing them to be injected and

trapped.

Recent experiments have demonstrated that using 40 TW of laser pulse split

into the drive and injection pulses, electrons could be injected and accelerated in

wakefields at plasma densities as low as ∼ 6 x 1018 cm−3. In these experiments

electrons with energies up to 250 MeV have been created with energy spreads as

low as 5 % [34]. An advantage of this technique is that the energy of the electron

beam can be controlled and varied by limiting the acceleration length through

controlling the collision timing between the drive and injection pulse. In recent

experiments the energy was varied from 50 to 250 MeV by simply changing the

collision timing. For a constant delay between the injection and drive pulse, the

standard deviation in the peak energy of the electron beam was found to be ∼
6%.

Reaching accelerated energies far beyond 250 MeV using colliding pulse in-

jection is challenging as the intensity of the drive laser pulse is not sufficient to

self-guide the laser pulse over many Rayleigh lengths. Furthermore, because the

drive and injection pulse must counter propagate and cross at an angle to one

another, implementing a capillary discharge plasma to guide the laser pulse is

also very challenging and to date has not be achieved. The relatively short ac-

celeration distance has thus limited the energy gain of electrons which have been

injected via the colliding pulse technique.

Transitions from higher to lower plasma densities have also been used to

inject electrons into wakefield accelerators. If the transition from higher to lower
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density is many plasma wavelengths long, then as the wakefield moves from a

region of higher density to lower density, electrons which were not trapped in

the first plasma wavelength can be more easily trapped in the subsequent slower

moving plasma periods [35]. The electron beam energy and energy spread will be

determined by the length of the density ramp. Experiments to investigate this

density down ramp injection were conducted using a 50 TW laser focused onto a

short∼ 300 micron density transition from 1 x 1019 cm−3 to vacuum [36]. Limiting

the acceleration distance to that of a short density down ramp, electron beams

with low peak energies of ∼ .76 MeV but with narrow absolute energy spreads

of .17 MeV were created in these experiments. In order to reach higher energies,

these electron beams need to be injected into a second acceleration stage. Ideally

this second acceleration stage would preserve the electron energy spread while

increasing the peak energy of the electron beam. Additionally a sharp decrease

in plasma density on a length scale that is on the order of a plasma wavelength can

be used to inject and trap electrons into the accelerating phase of a wakefield [37].

As the plasma density decreases, the plasma wavelength increases and injected

electrons are ’re-phased’ within the plasma wave such that they are able to gain

enough energy from the accelerating phase of the wakefield as to be trapped. This

idea has be experimentally demonstrated, where a pre-pulse was used to create a

pre-plasma which then diffused to a lower density before the main pulse arrived

[38]. The drive pulse propagated transversely to the pre-pulse. The pre-pulse

was focused down to ∼4 µm at a time 4 ns before the arrival of the pump pulse.

The background plasma density was ∼2x1019 cm−3 and when the pre-pulse was

used the number of accelerated electrons above 100 KeV was found to increase

by 25% when the pre-pulse was used to trigger injection.

While both the colliding pulse and density transition injection schemes have

been shown to create stable electron beams with good beam qualities, they are
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also the most technically challenging to execute and are so far have produced

limited electron energy gains. The self-trapping of electrons has produced the

highest energy electrons beams in a LWFA and is the most straightforward in-

jection scheme. However, it will be shown later, as the plasma density is lowered

to achieve higher accelerated electron energies, the power required to self-trap

electrons becomes larger than the most powerful laser systems available today. A

simple injection scheme, able to inject electrons at lower densities while using less

power, would be very desirable. Additionally, to simplify the acceleration process,

it would be beneficial if the injection mechanism could be preformed within the

main accelerator and would not require the need for multiple accelerator stages.

Recently it was shown that in a beam driven wakefield experiment, that elec-

trons could be injected into a wakefield via ionization [39]. In these experiments

a column of lithium vapor was created using a heat pipe oven. The lithium vapor

was confined within the oven at both ends with a buffer of pure helium gas. This

buffer caused the lithium vapor density to taper off through the neutral helium

gas before reaching the ends the oven. In this density ramp, the space charge of

the SLAC beam was sufficient to ionize the 1st electron from the outer shell of

the lithium vapor but was not strong enough to ionize the 1st helium electron.

The free lithium electrons were pushed out around beam setting up a wakefield.

The electron beam driver was then focused by the radial fields of the wake. Due

to this focusing, the space charge electric field of the electron beam was increased

such that it became large enough ionize the more tightly bound 1st electron of

helium. The electrons from helium were ionized and injected directly into the

wakefield created from the lithium electrons. Additionally, electrons from alu-

minum and oxygen containments in a hydrogen filled capillary discharged plasma

were also thought to be injected into a laser driven wakefield through ionization

[40]. While ionization injection in the PWFA regime has been previously stud-
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ied, the benefits of using such an injection technique had not been studied or

understood in the LWFA regime.

This thesis investigates the controlled injection of electrons via tunneling ion-

ization into a LWFA. A physical picture, along with the scaling laws for a laser

wakefield accelerator operating in the matched blowout regime will be presented.

It will then be shown how tunneling ionization can be used to inject electrons

directly into a LWFA. The wake potential required for the trapping of electrons

injected via ionization will be determined using a Hamiltonian approach. The

available wake potential in the matched blowout regime is then approximated,

and the influence than ionization injection has on the trapping condition and

final energy gain of the electrons will be discussed. It is found that this injection

scheme permits the trapping of electrons using lower laser powers than have cur-

rently been demonstrated. The analytical model developed for the trapping of

injected electrons is found to be in good agreement with simulations. The setup

and methods used to experimentally investigate the trapping of electrons which

have been injected via ionization will then be discussed. Results from these exper-

iments indicate that electrons can indeed be injected into a laser driven wakefield

via ionization. Additionally experimental results show that tunneling ioniza-

tion injection reduces the amount of laser power required to trap electrons as

compared to self-trapping. Accelerated electron spectra, divergence, and charge

measurements are presented and found to be in good agreement with those ob-

served in 3-D OSIRIS simulations. Using these results as a basis, refinements to

the ionization injection scheme and suggestions for future work, as well as recent

experimental results will be discussed. In principle, the injection of electrons

via tunneling ionization should allow for a simple, high efficiency plasma-based

accelerator with the ability to trap electrons at the low plasma densities required

for achieving GeV class electron beams necessary for many high energy physics
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applications.
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CHAPTER 2

Laser Wakefield Acceleration in the Blowout

Regime

The accelerating electric field of a LWFA is created from the charge separation

of plasma electrons and ions within the wake. It is the ponderomotive force of

a focused laser pulse which creates the charge separation in a LWFA. The pon-

deromotive force is a time averaged force that a charged particle experiences as it

moves through a electro-magnetic (EM) field which has a gradient. To illustrate

how a spatial gradient of a oscillating electric field can impart a force, first con-

sider an electron in an infinite and uniform oscillating electric field. The electron

will oscillate back and forth due to the force of the electric field. Since the field

is uniform and infinite in space, the electron will oscillate in space symmetrically

around its initial location. Taking the time average of such a motion would in-

dicate that there is no net force on the electron as the time average location of

the electron is its initial location. If the field instead of being uniform is given a

spatial gradient, now as the electron oscillates in space it no longer experiences a

uniform electric field. Since the field is no longer uniform in space, the electron

is unable to oscillate around its initial location and instead will move in the di-

rection of the gradient of the field. The force associated with the time averaged

movement of an electron in the direction of the gradient of the electric field is

known as the ponderomotive force.
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Analytically, the ponderomotive force on a non-relativistic electron (vosc ¿ c)

has been derived in the following manner [41, 42]. First, consider the electric

field of plane wave with a spatial gradient in ~r given by,

~E = ~E(r)cos(ωot− koz) = ~E(r)Re{ei(ωot−koz)} (2.1)

where ωo and ko are the laser angular frequency and wave number, respectively

and E(r) is the radial envelope of the plane wave. To describe the motion of an

electron in such a field, the equation of motion of an electron in an EM field is

used,

m
d~v

dt
= −e( ~E + ~vX ~B) (2.2)

where m and e are the mass and charge of an electron, ~v is the velocity of the

electron and ~B is the magnetic field. The relationship between the electric and

magnetic field is given by,

−∂ ~B

∂t
= ~∇X ~E (2.3)

and for a plane wave with constant amplitude this gives,

iωRe{B} = ikoEoRe{ei(ωot−koz)}
B =

n

c
EoRe{ei(ωot−koz)} (2.4)

where n is the index of refraction, which for vacuum is equal to 1 and c is the

speed of light. Using the relationship given by 2.4, it can be seen that for non-

relativistic electrons (v ¿ c) the ~vX ~B component of the equation of motion is

small compared to the force of the electric field. To first order, the equation of

motion is then,

m
d~v1

dt
= −e ~E(r)Re{ei(ωot−koz)} (2.5)

this equation can be successively integrated to solve for the first order velocity

and position,

~v1 = − e

miω0

~E(r)Re{ei(ωot−koz)} (2.6)
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~r1 =
e

mω2
o

~E(r)Re{ei(ωot−koz)} (2.7)

These equations indicate that the first order motion is in the direction of elec-

tric field polarization. To see how the gradient of electric field gives rise to the

ponderomotive force, the equation of motion needs to be expanded to the second

order. To do this the equation of motion is again solved using the 2nd order of

the Taylor expanded electric field, using the first order quantities of ~r and ~v and

including the ~vX ~B force. The second order force equation is given by,

F2 = −eRe{(~r1 · ∇ ~E(r) + ~v1X ~B)ei(ωt−kz)} (2.8)

The magnetic field can be rewritten in terms of the electric field using eqn. 2.3

as

~B = −Re{ 1

iωo

~∇X ~E} (2.9)

Substituting this relation and the first order quantities ~v1 and ~r1 into eqn. 2.8,

the second order force equation can be rewritten as,

F2 = Re{−e[
e

mω2
o

( ~E · ~∇) ~E +
−e ~E

miωo

X(
−~∇X ~E

iωo

)]}

F2 =
−e2

mω2
o

Re{( ~E · ~∇) ~E − ~EX ~∇X ~E} (2.10)

Using the vector identity,

~AX(~∇X ~B) = ~∇( ~A · ~B)− ( ~A · ~∇) ~B − ( ~B · ~∇) ~A− ~BX(~∇X ~A) (2.11)

the second order force equation can be rewritten as,

F2 =
−e2

2mω2
o

Re{~∇( ~E · ~E)}

F2 =
−e2

2mω2
o

~∇{E(r)2cos(ωot− koz)2}

F2 =
−e2

2mω2
o

~∇{E(r)2 1

2
[1 + cos(2(ωot− koz))]} (2.12)
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The ponderomotive force is found by time averaging the second order force, which

gives

FP =
−e2

4mω2
o

~∇{E2} (2.13)

For a focused laser pulse which is finite in time, there is a gradient in the electric

field in the radial and longitudinal directions. This gradient causes the pondero-

motive force of the laser to push electrons in the forward and radial directions

out around the pulse envelope. The displaced electrons are then attracted back,

by the Coulombic force, towards the more positively charged region space lo-

cated around the laser axis. The electrons will overshoot the axis and oscillate,

creating the electron plasma wave known as a wake. The ponderomotive force

for a relativistically intense focused laser pulse, where the force of the electric

field is on the order of the ~v X ~B force due to vosc ≈ c, has also been solved for

in [43]. The relativistically correct ponderomotive force, as with non-relativistic

ponderomotive force, was found be directed the direction of the gradient of the

field and proportional to the square of the electric field. Simulations preformed

in [43] indicate that at relativistic laser intensities, the ponderomotive force of a

focused laser pulse still acts to push electrons out in the forward direction and

symmetrically in the radial direction.

In a plasma, electrons which are displaced by the ponderomotive force of the

laser will be attracted back towards their initial location on the timescale of the

plasma frequency ωp given by,

ωp =

√
npe2

εom
(2.14)

Here, np is the background plasma density, and εo is the vacuum permittivity.

Electron plasma waves or wakes are created by the charge separation between

plasma electrons which are pushed out by the laser, and the stationary ions

which are ∼ 2000 times more massive and do not respond on the ultra-fast time
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scale (∼ 100 fs) of the laser pulse. Electrons displaced by the laser pulse will

respond with a corresponding plasma wavelength λp = 2πc/ωp.

When a short intense laser pulse interacts with a plasma to drive a wakefield,

there are a few useful parameters and concepts which can be quickly used to

infer how strong of an interaction will take place between the laser and plasma.

A very important parameter is the normalized vector potential of the laser pulse,

ao, given by,

ao =
eEo

mcωo

' 8.6x10−10
√

Io(W/cm2)λ(µm) (2.15)

where Io is the peak average laser intensity, and λ is the laser wavelength. The

parameter ao is often used to quickly infer the magnitude of the wake being

driven by the laser pulse. Linear wakes are driven at lower laser intensities,

when the laser ao < 1 and non-linear wakes are driven at larger laser intensities

with ao > 1. There are so many differences in the properties of linear and non-

linear wakes, and how they interact with a laser field, that two distinct regimes

of study have been created. One important difference between the linear and

non-linear regime is the wake amplitude defined as δn/np, here δn = np − n

where n is density within the wake. In the linear regime, δn/np ¿ 1 and a

sinusoidal plasma wave is created that can be described in 3-D by the cold fluid

equations [44]. When a large normalized vector potential ao ≥ 1 is used, a non-

linear wake is driven with a saw toothed longitudinal electric field profile and a

δn/np ∼ 1 is created [45]. Analytically, the properties of non-linear wakes driven

by a laser with ao > 1 have been described in 1-D assuming a non-evolving and

spatially broad driver (2πWo/λp À 1) [46]. The magnitude and shape of the wake

amplitude are important in determining the focusing and accelerating fields of the

wakefield. In this work, ao
>∼ 2 and laser pulse widths on the order of λp are used.

The properties of wakes created with these laser parameters will be described in
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detail below. While the ao of the laser determines the wake amplitude, one must

consider that the plasma can in turn modify the radial and longitudinal profile

of the laser pulse. This can change the ao of the laser pulse and thus the wake

amplitude that is driven, which in turn can change the dynamics of the LWFA.

When an intense laser enters a underdense plasma, the plasma can act as a

lens to focus the spot size of the laser. This is known as relativistic self-focusing

and is caused by two effects that increase the index of refraction on axis of the

laser pulse [47]. The index of refraction can be increased on axis due to the

ponderomotive force of the laser which, by pushing out electrons radially, lowers

the plasma density on axis. Additionally, electrons oscillating in a relativistically

intense field will have a corresponding relativistic mass increase. This mass causes

the index of refraction on axis to become larger. Since the magnitude of the laser

electric field is larger on axis, the relativistic mass increase also causes the index

of refraction to become larger on axis. The laser pulse can be transversely focused

due to experiencing a larger index of refraction on axis and a smaller index of

refraction off axis. Relativistic self-focusing of the laser pulse occurs when the

power of the laser pulse exceeds Pc, the critical power for self-focusing given by,

Pc(GW ) ' 17.4
ω2

o

ω2
p

(2.16)

The laser pulse will continue to focus until all the electrons are expelled from

within the spot size of the laser and there is no longer a gradient in the index of

refraction in the radial direction. The ratio of the laser power, P , to Pc gives a

good indication of how strongly the laser pulse will be focused by the plasma.

The laser pulse can also be compressed longitudinally in time by the density

gradient of a wake via photon acceleration and deceleration [48, 49]. The plasma

density within a wakefield varies in an approximate sinusoidal manner. Relative

to the background plasma density, the local electron density at the front of the
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wake is decreasing, while at the back of the wake where electrons are being pulled

back, the electron density is increasing. These local time dependent changes

in plasma density, at the front and back of the wake, cause the local index of

refraction to change with time. Due to this effect, the frequency of the laser

pulse can be increased and decreased locally within the wake. In the middle

of the wake, the local plasma density is approximately constant, and therefore

locally the laser pulse will move at a constant un-shifted group velocity. As the

frequency of the laser changes, the local group velocity also changes, causing laser

light at the back of the wake to move faster and light at the front of the wake to

move slower than the un-shifted group velocity of the laser pulse. This effectively

compresses the laser field in time within each wake. If the laser pulse width is on

the order of one plasma wavelength the entire pulse will be compressed and this

can lead to an increase the the laser intensity and subsequent ao [50]. However

if the laser pulse width is much greater than a plasma wavelength, the laser

pulse will be compressed within each wake driving a LWFA in the self-modulated

regime.

In the work discussed here, laser intensities on the order of ∼ 1019 W/cm2

with ao
>∼ 2 and pulse widths ∼ λp were used to create a LWFA in the blowout

regime. This so called blowout regime occurs when the laser intensity becomes

large enough such that the ponderomotive force of the laser is strong enough to

fully expel all of the electrons from within the wake that is created, leaving behind

an ion channel. An advantage of operating in this regime is that there exits a

matched self-guiding condition, in which the intensity, spot size and pulse width

of the laser pulse are matched to the plasma density, such that the driven wake

serves to minimize the diffraction of the laser pulse [19]. This allows a strong

and stable wake to be sustained over many Rayleigh lengths and can increase

the interaction length between trapped electrons and the accelerating field of the
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wake. The matched self-guiding condition is valid when the laser ao
>∼ 2 and the

pulse width of the laser electric field is on the order of half a plasma wavelength.

When these conditions are met, the matching condition is given by,

kpWo ' kpRb = 2
√

ao (2.17)

where kp = 2π/λp is the plasma wave number, Wo is the spot size of the laser

and Rb is the blowout radius of the wake. Remarkably, even when the spot size

and or pulse width are not precisely matched to the plasma density, simulations

and experiments have shown that the laser pulse will evolve within the plasma

towards the matched spot size and pulse width, via relativistic self-focusing and

longitudinal pulse compression [51].

While the change in index of refraction allows the part of the laser pulse that

resides within the wake to be transversely guided, the very front of the laser

pulse, which creates the wake, is not guided and continuous to expand because

of diffraction. The rate at which the front of the laser pulse is etched away by

a non-linear wakefield was estimated in 1-D to be given by vetch = cω2
p/ω

2
o [52].

The etching of the front of the laser pulse will eventually cause the pulse to lose

so much energy that it can no longer support the necessary wake amplitude to

remain self-guided. The minimum density depression necessary for guiding the

pulse is given by, (
δn

n

)
≥ 4

(kpWo)2
(2.18)

which leads to the condition kpWo =
√

2. The length over which the laser pulse

can remain self-guided before losing so much energy that this condition can no

longer be satisfied is known as the pump depletion length and is given by,

LPD =
c

vetch
cτ = (

ωo

ωp

)2cτ (2.19)
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where τ is some characteristic pulse width of the laser, often chosen to be the

FWHM of the electric field in time [28]. It seems that τ should depend on the

intensity of the laser pulse, as τ should be the width of the pulse starting from

where the intensity of the laser pulse is strong enough to create the sufficient

wake amplitude to self guide the pulse. Indeed as Lu et al. point out the etching

velocity was found to agree with velocity observed in many OSIRIS simulations

over a range 2 <∼ ao
<∼ 2

√
nc

np
.

Figure 2.1 is taken from a 2-D OSIRIS simulation, and details the wake created

in a plasma by a Ti-Sapph laser pulse at a density of 1.4x1019 cm−3 using a

laser pulse with an ao of 2.5, a matched spot size and pulse width of ∼4.5 µm

and ∼15 fs, respectively. As shown in fig. 2.1 b) the round wake creates an

approximately linear accelerating field, Ez, in the direction of laser propagation

within the first period of the wake. Electrons which are injected into the wake

will be accelerated by the longitudinal and radial fields towards the center of the

wake. Electrons that are injected into the back half of the wakfefield are in the

accelerating phase of the wake as they can gain energy and move in the direction

of laser propagation. Electrons injected into the first period of the wake are

considered trapped if they can gain enough energy to reach the phase velocity of

the wake vφ. Eventually, trapped electrons will gain so much energy, that they

begin to move faster that vφ and enter into the front half of the wake. This region

is known as the decelerating phase of the wake, as the longitudinal field in this

region attracts the electrons back towards the center of the wake, in the opposite

direction of laser propagation. As detailed in [28], the entire wake is traveling at

a phase velocity vφ which is equal to the linear group velocity of the laser field

in the plasma, minus the etching velocity of the laser pulse by the wake and is
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Figure 2.1: a) The electron charge density from helium (grey) driven by a laser

pulse (color) which is propagating to the right with an ao of 2.5, pulse width of

electric field was 15 fs and spot size is 4.5 µm. b) The longitudinal accelerating

electric field from the wake created. Here the accelerating and decelerating phase

of the first period of the wakefield have been shaded in green and red respectively.

ωo/ωp = 10.96.
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given by,

vφ = vg − vetch ≈ c(1− 1

2

ω2
p

ω2
o

)− c
ω2

p

ω2
o

= c(1− 3

2

ω2
p

ω2
o

) (2.20)

Assuming that trapped electrons move at a velocity of c, and are injected at

the back of the wakefield, a distance Rb from the center, the length over which

trapped electrons can remain in the accelerating phase of the wake is known as

the dephasing length and is given by,

Ld ' Rb

c− vφ

c ' 2

3

ω2
o

ω2
p

Rb (2.21)

[28]. The dephasing length is the maximum distance over which electrons can

gain energy from the wakefield before moving into the decelerating phase, while

the pump depletion length is the maximum length over which the laser pulse

can drive a sufficiently large wake for self-guiding to occur. While these lengths

are approximate, they have been shown to give good agreement with simulations

and experiments and should be used to determine the appropriate experimental

parameter space when operating in the blowout regime.

In the blowout regime all the electrons have been expelled leaving behind a

positively charged wake in a approximate spherical shape. From Gauss’s law,

the magnitude of the electric field within a positively charged sphere is known to

increase linearly with the radius. The peak electric field of the wake, Emax, will

occur at the maximum radius of the wake, Rb. The maximum normalized electric

field Emax at Rb can be written in terms of ao by using the matching condition

eqn. 2.17 and is given by [28] as,

Emax ∝ ene

εo

Rb

eEmax

m
∝ ω2

p

√
ao

kp

eEmax

mcωp

= Emax =
√

ao (2.22)
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Using the linear dependence of the electric field and knowing Emax, the on axis

longitudinal electric field of the wake, E(z), from z = −Rb to ∼ 3/4Rb, can now

be estimated as,

E(z)ẑ = Emax
z

Rb

ẑ (2.23)

This approximation for longitudinal electric field is shown to agree with that

obtained from 3-D OSIRIS particle in cell simulations [28] in the matched self-

guided regime. The amount of energy gained by an electron from the longitudinal

electric field of the wake can be found by integrating the force, eEz(z), in space

from the back of the wakefield to the center, where Ez = 0. While there is a spike

in the electric field at the back of the wakefield, the amount of energy gained

from this feature is small as it only exists over a small region of space. Therefore,

because the useful accelerating electric field is approximately linear, the average

electric field from the back of the wake to the center is equal to Emax/2. Using

this approximation, the energy gained by an electron injected at the back of the

wakefield can be approximated as,

∆E = e
Emax

2
Ld

∆E = e(
√

ao
mcωp

2e
)
2

3

ω2
o

ω2
p

Rb

∆E =
2

3
ao

ω2
o

ω2
p

mc2

∆E(MeV) ≈ 1

3
ao

ω2
o

ω2
p

(2.24)

Equation 2.24 indicates that for a fixed laser frequency and ao the energy gain will

increase as the plasma density is decreased. Energy gain increases with decreasing

plasma density because vφ becomes larger at lower plasma densities allowing for

a longer dephasing length. However, the matching condition indicates that as

the plasma density is lowered, for a fixed ao the matched spot size must increase.
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To keep a fixed laser ao while increasing the laser spot size, more and more

laser power must be used for the self-guiding condition to be valid. Additionally,

phenomenological theory indicates that a normalized blowout radius, kpRb, must

be equal to 4-5 for consistent injection and self-trapping of electrons into the

first period of the wakefield [28]. This condition dictates that in the matched

self-guiding regime, a laser ao of 4-6.25 must be used to self-trap electrons from

the background plasma into the wakefield.

Figure 2.2 a) shows that the matched power for self-guiding rapidly increases

as the plasma density is lowered. Additionally it shows that in the matched

regime, at a particular density, significantly less power is required to self-guide as

the laser ao is lowered from 4 to 2. Comparing Fig. 2.2 a) and b) it is seen that

in order to self-trap electrons at a plasma density of ∼2x1018 cm−3 in order to

reach accelerated energies of ∼ 1 GeV, a laser ao of 4 would be needed and would

require ∼100 TW of coupled laser power within the matched spot size. Currently

there are only a handful of laser facilities in the world capable of delivering this

amount of power. While an ao of 4 is required to self-trap background plasma

electrons, it has been shown in simulations and experiments that is possible to

self-guide a laser pulse and drive a wake over tens’ of Rayleigh lengths with ao
>∼ 2

[20, 28]. Therefore, it is the required laser power to self-trap at low densities that

has so far limited the electron energy gain to ∼ 1 GeV in LWFA experiments.

In this dissertation tunneling ionization was used as a mechanism of injecting

electrons into a laser driven wakefields. We will show that injecting electrons in

this manner lowers the necessary wake amplitude and thus laser ao required to

trap and accelerate electrons. This injection mechanism can be used to inject

electrons at lower laser powers that are sufficient for self-guiding, but not for

self-injection. This has allowed for the injection of electrons at plasma densities

below 2x1018 cm−3 enabling energy gains of above 1 GeV [53].
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Figure 2.2: a) The power required for self-guiding vs plasma density. The power

was calculated using the matched spot size and pulse width at each density for

a laser ao of 2, 3 and 4. Phenomenological theory indicates that in the matched

self-guided regime an ao ≥ 4 is required for self-trapping. b)The electron energy

gain in the matched self-guided regime with an ao = 4 vs plasma density.
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CHAPTER 3

Theory and Simulations

3.1 Electron Trapping in 3-Dimensional Wakefields

The trapping of an electron into a LWFA is defined to occur when the electron

has gained enough energy from the wakefield to move at the phase velocity, vφ,

of the wakefield. Electrons gain energy from the potential Ψ of the LWFA, where

Ψ is composed of the scalar Φ and vector potentials A of the wake and laser. A

trapping condition can be derived by considering how large a potential difference

must be created for an electron to gain enough energy to move at vφ. In this

chapter, an analytical theory estimating the wake potential that is required for

trapping will be developed. Then, the potential of wakes created in the matched

blowout regime will be estimated from simple scaling laws and compared to the

required wake potential for trapping. Finally, the analytical potential required

for trapping will be compared to the potential difference that trapped electrons

experience in 2-D OSIRIS simulations.

In early work an estimated ’wave frame’ trapping condition was obtained in

1-D for an externally injected electron into a linear wakefield [22]. This was

achieved by recognizing that in the frame moving at the phase velocity of the

wake vφ, if the potential Φ becomes as large or larger than the kinetic energy of

the injected electron, then the electron can become trapped and oscillate within
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the potential of the wake. This trapping condition can be written as,

q∆Φ′ ≥ KE ′ (3.1)

where the ′ denotes the quantities in the moving frame vφ, q is the charge of the

electron and KE is the relativistic kinetic energy of the electron. This condition

can also be used to estimate the wake potential required to trap an initially

stationary electron injected into the wake, as would be the case for electrons

injected via tunneling ionization. An electron born at rest in the frame moving

at vφ has a lorentz factor of γφ = (1− (vφ/c)
2)−1/2. Substituting this into eq. 3.1,

the trapping condition for an electron can be rewritten as,

−e∆Φ′ ≥ (γφ − 1)mc2 (3.2)

where the charge q = −e and m refers to the rest mass of an electron. The scalar

potential of the wake can then be transformed into the lab frame, and normalized

to give a trapping condition.

e

mc2
∆Φ = ∆Φ̄ ≤ 1

γφ

− 1 (3.3)

Physically this condition states that when the potential of the wake becomes

large enough an electron injected into the wake at rest can gain enough energy

to move at the phase velocity of the wake and become trapped.

This trapping condition is valid only in 1-D and does not include the transverse

effects of the radial potential. To do this, I will follow a more general approach

detailed in Wei Lu’s Ph.D. dissertation, which starts with the equation of motion

of an electron and utilizes the Hamiltonian of an electron in an electromagnetic

field to arrive at a 3-D trapping condition. The momentum of the electron can be

related to electric and magnetic fields through the relativistic equation of motion

given by,

~F =
d~p

dt
= q( ~E + ~v × ~B) (3.4)
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where ~p = γm~v is momentum of the electron and the electric field ~E and magnetic

field ~B can be related to the scalar and vector potential ~Φ and ~A respectively by,

~E = −~∇Φ− ∂ ~A

∂t
(3.5)

and

~B = ~∇× ~A (3.6)

The Hamiltonian for a charged particle in an electromagnetic field is given by

H = γmc2 + qΦ (3.7)

and is comprised of the kinetic and rest mass energy of the electron and Φ, the

scalar potential of the wake and laser. The Hamiltonian represents the total

energy of the system. As Lu points out, if the electromagnetic fields do not

depend on time, then the Hamiltonian H is conserved i.e. dH/dt = 0. In the

frame moving at the phase velocity of the wake vφ, the fields of the wake and laser

can be approximated as static or time invariant. Therefore in the moving frame,

dH/dt = 0. Time invariant quantities can be extremely useful, as taken together

with boundary conditions can be used to determine important properties of a

closed system without explicitly solving for the equations of motion. For this

reason, a time invariant quantity is known as a constant of the motion and here

will be used to determine a 3-D trapping condition in the stationary or lab frame.

While dH/dt = 0 in the frame moving at vφ, the Hamiltonian is not lorentz

invariant and thus in the stationary lab frame dH/dt 6= 0. The time derivative

of the Hamiltonian in the lab frame is given by,

d

dt
H =

d

dt
γmc2 +

d

dt
qΦ (3.8)

Here d/dt(γmc2) is the rate of change of energy with time and is equal to the

power of the electron. Power can be also be written as the dot product of the
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velocity and force. Using equations 3.4, 3.5, and the relation of the total time

derivative (d/dt)α = (∂/∂t)α + v · ∇α, equation 3.8 can be rewritten as

d

dt
H = ~v · d~p

dt
+

d

dt
qΦ

d

dt
H = q~v · (−~∇Φ− ∂

∂t
~A +

~v × ~B

c
) +

d

dt
qΦ

d

dt
H = q(

d

dt
Φ− ~v · ~∇Φ)− q~v · ∂

∂t
~A

d

dt
H = q(

∂

∂t
Φ− ~v · ∂

∂t
~A) (3.9)

This indicates that for non-static potentials in the lab frame dH/dt 6= 0, however

if a quantity Q can be found such that,

d

dt
H − d

dt
Q = 0 (3.10)

then a constant of the motion in the lab frame can be found and used to relate the

momentum of the electron to the potentials of the wake and laser. To find such

a quantity Q, Lu utilizes the total time derivative of the Canonical momentum,

P . The Canonical momentum is the total momentum of the system and is given

by

~P = ~p + q ~A (3.11)

and is comprised of the momentum of the electron and of the fields of the system.

Using the vector identity,

~v × (~∇× ~A) = (∇ ~A) · ~v − (~v · ∇) ~A (3.12)

the time derivative of ~P can be written as,

d

dt
~P =

d

dt
(~p + q ~A) = q(∇ ~A · ~v −∇Φ) (3.13)

At this point one can also notice that the fields and potentials of the wake / laser

system are approximated to move at a constant velocity vφ and have the form
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α(~r⊥, z − vφt). Therefore in the direction of the moving frame space and time

can be related to one another via vφ and it follows that,

(
∂

∂t
+ vφ

∂

∂z
)α = 0 (3.14)

Using this relation,(d/dt)H (Eqn. 3.9) can be rewritten as,

d

dt
H = −qvφ(

∂

∂z
Φ− ~v · ∂

∂z
~A) (3.15)

Multiplying the z component of equation 3.13 by vφ and subtracting this from

the time derivative of the Hamiltonian above, a constant of motion is formed and

is given by
d

dt
(H − vφPz) = 0 (3.16)

the argument of this time derivative can be rewritten to give,

constant = γmc2 + qΦ− vφpz − vφqAz

constant = γ − vφ

c

pz

mc
− e

mc2
(Φ− vφAz)

constant = γ − vφ

c

pz

mc
− e

mc2
Ψ

constant = γ − vφ

c

pz

mc
−Ψ (3.17)

here the a potential Ψ has been defined as Ψ = (Φ − vφAz) and has been nor-

malized to e/mc2. A 3-D trapping condition can now be found by evaluating the

constant of motion at the initial condition at which an electron is ionized and

at the final condition at which it is trapped. An electron is initially ionized at a

potential Ψo and at rest (i.e. γ = 1 and vz = 0). The electron is defined to be

trapped when it obtains a longitudinal velocity equal to vφ which will occur at

some final potential Ψf . Evaluating the constant of motion for the initial injec-

tion and final trapped conditions, the potential difference required to trap and

electron can be found,

1−Ψo = γf − γf

v2
φ

c2
−Ψf
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Ψf −Ψo = γf (1−
v2

φ

c2
)− 1

∆Ψ =
γf

γ2
φ

− 1 (3.18)

here γf is the lorentz factor of the trapped electron. Equation 3.18 is the 3-D

trapping condition and indicates the minimum potential difference which must

be experienced by the electron in order for it to gain enough energy to move at

the phase velocity of the wake and become trapped. As Eqn. 3.18 indicates the

normalized potential difference required to trap is inversely proportional γ2
φ. This

is because when the wake is moving slowly, γφ is smaller and electrons need to

gain less energy to be trapped. Additionally the required potential difference to

trap depends on the γf of the electron which is given by γf = (1 − v2
⊥f+v2

φ

c2
)−1/2

where v⊥f is the final transverse velocity of the trapped electron. This is where

the 3-D nature of trapping is apparent in Lu’s derivation. As opposed to 1-D,

where the trapping condition only depends on the longitudinal velocity of the

electron and wakefield, in 3-D the transverse and longitudinal fields of both the

wake and laser are coupled. The coupled nature of the 3-D fields means that

the longitudinal electron velocity will be a function of perpendicular electron

velocity. This means, as indicated by the dependence of the trapping potential

on γf , that electrons with larger perpendicular velocities will also have larger

longitudinal velocities and thus require a smaller wake potential to reach vφ and

become trapped. The lorentz factor of the trapped electron in Eqn. 3.18 can be

rewritten using the relativistic equation for total energy,

γ2
fmc2 = mc2 + P 2c2

γ2
f = 1 +

γ2
fv

2
φ

c2
+

γ2
fv

2
⊥f

c2

γ2
f (1−

v2
φ

c2
) = 1 +

p2
⊥f

(mc)2
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γf =

√√√√1 +
p2
⊥f

(mc)2
γφ (3.19)

This equation can in turn be substituted back Eqn. 3.18 such that the trapping

condition can be rewritten as function of the final perpendicular momentum of

the electron and lorentz factor of the wake [54] given by,

∆Ψ =

√
1 +

p2
⊥f

(mc)2

γφ

− 1 (3.20)

An electron can gain perpendicular momentum from the transverse focusing fields

of the wake, and from the residual energy gain resulting from being tunnel ionized

within the laser field. It can be seen that if the final velocity of the electron is

made to be purely longitudinal (v⊥ = 0) then p⊥f = 0 and the 3-D trapping

condition Eqn. 3.20 reduces to a the 1-D trapping condition given by Eqn. 3.3.

The relationship between the longitudinal and perpendicular momentum that

electrons gain via ionization under the assumption that canonical momentum

is conserved was given by Eqn. 3.27. If the electron is created on axis, such

that the wake focusing forces are negligible, and the electron is trapped at a

location within the wakefield that does not overlap the laser electric field, then

the trapping condition can again be rewritten using Eqn. 3.27 as,

∆Ψ =

√
1 + a2

oi

γφ

− 1 (3.21)

This Eqn. indicates that electrons which were created via tunnel ionization at

large initial values of aoi will require a smaller wake potential to become trapped

as they gain and retain larger amounts of longitudinal momentum from the ~vx ~B

force of the laser electric field. It should be noted that the amount of momentum

gained via ionized depends on the phase at which the electron is born within

the electric field. As previously discussed, the probability of ionization increases
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with electric field strength, which is out of phase with the vector potential A of

the laser. Therefore the probability of an electron being created via ionization

at a phase where the instantaneous aoi is peaked is considerably lower than the

probability of an electron being created where the electric field is peaked and the

aoi of the field is small. Nevertheless, the probability of tunnel ionizing over a

range of electric field phases is finite and any amount of momentum gained in the

longitudinal direction can reduce the necessary wake potential for an electron to

be trapped within a wakefield.

Equation 3.18 is an estimate of the potential difference or energy gain required

by an electron to move at vφ and become trapped. To determine how much energy

an electron actually gains within the first period of wakefield, one can estimate

the potential of the wakefield and calculate how much energy an electron gains

from the wake in the matched blowout regime.

An electron is accelerated in the direction of laser propagation by the longitu-

dinal electric field created by the charge separation within a wakefield. Therefore

the magnitude of the wake potential created depends on the density of the plasma

and how large of a charge separation the driver can sustain. In the work discussed

here, large laser intensities, with normalized vector potentials ao ≥ 2, were used

to drive non-linear wakefields in the blowout regime. While the pulse width of

the laser electric field was larger than λp/2 in this work, it will be assumed that

the matching condition given by Eqn. 2.17 is approximately valid and can be

used to estimate the properties of the wakefield which is created. This matching

condition is extremely useful in estimating the potential of the wakefield as it re-

lates the vector potential ao of the driver, to the longitudinal accelerated electric

field, through Rb the radius of the spherical wake created. First the normalized

potential can be related to the electric field using the relation given by Eqn. 3.14
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together with the definition of the electric field given by 3.5,

~E = −~∇Φ− ∂ ~A

∂t
= −~∇Φ + vφ

∂ ~A

∂z

~E = −(
∂

∂x
x̂ +

∂

∂y
ŷ)Φ− ∂

∂z
(Φ− vφAz)ẑ

~E = −(
∂

∂x
x̂ +

∂

∂y
ŷ)Φ− (

∂

∂z
Ψ)ẑ

In the matched blowout regime, the the approximate electric field of the wake

in the longitudinal or z direction, is given by Eqn. 2.23. Substituting this into

the above equation, the potential difference that an electron experiences and it

travels back through the wake can be solved as,

(
∂

∂z
Ψ)ẑ = (−Ez)ẑ

∆Ψ = −
∫ zf

zi

Emax
z

Rb

dz (3.22)

where zi and zf refer to the longitudinal location at which the electron is injected

and trapped, respectively. Since the longitudinal electric field of the wake is ap-

proximately linear, the potential of the wakefield will be approximately parabolic

in shape.

To develop a physical picture of the trapping process, one can view the po-

tential of the wakefield as a symmetric parabolic potential well as is the case for

a linear wake. Injected electrons can be thought to be dropped into the potential

well with some initial velocity. Because the well is symmetric, electrons injected

in the front half of the well, at some initial location z = zi, and some initial po-

tential Ψ = Ψi, will roll down and back up through the well to a location z2 = −zi

and where the electron will again be at the initial potential Ψi it was injected at.

Now if the remaining potential difference, ∆Ψ, between the top of the potential

well, where Ψ = Ψmax, and Ψi is greater than the initial kinetic energy of the
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Figure 3.1: a) The on axis longitudinal electric field of a wake vs z location. The

dashed red line indicates that the electric field can be approximated as linear from

∼ −Rb to 3/4Rb. The circles represent an electron that has been tunnel ionized

and injected by the laser field at a location zi and trapped by the wakefield at a

location zf . b) The normalized wake potential plotted vs space.
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injected electron, then the electron will be trapped within the well. From this

physical picture it can been seen that electrons which are injected at the very

front of the symmetric well with some initial velocity will never be trapped, as

the ∆Ψ = 0. It can also be seen that injecting electrons closer to the bottom of

the potential well increases the ∆Ψ between the injection location and top of the

well and thus increases potential difference which is available to trap the electron.

Before continuing on with the discussion of dynamics of ionization injection

and trapping, a brief aside will be taken to qualitatively discuss self-trapping.

From the aforementioned physical picture of a symmetric potential well, it was

argued that electrons which are injected at the very front of the potential well,

as is the case for self-trapped electrons, will never experience a sufficient poten-

tial difference to become trapped. The question then to answer is, how does

self-trapping occur and what are the dominant mechanisms that cause it? Two

conditions or events are required for self-trapping to occur. Firstly, the nor-

malized potential difference that an electron experiences must be sufficient to

accelerate it to the phase velocity of the wakefield. This required potential differ-

ence was analytically estimated to be ∆Ψ ≈ −1. Secondly, the trapped electron

must some how be injected into this potential well.

Figure 3.1 shows the on axis longitudinal electric field and potential of a

wakefield. The wake was created in the matched self-guiding regime by a laser

pulse with an ao = 2 and a matched spot size and pulse width of 4.42 µm and

15 fs, respectively.. The fields shown in this figure were generated from a 2-

D OSIRIS simulation and have been normalized to their respective maximum

values. If a symmetric potential cannot trap an background plasma electron,

then it follows that in order for an electron to gain energy and become trapped,

the longitudinal accelerating field and potential cannot be symmetric. Figure
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3.1 b) shows that the wake potential is not symmetric as it dips below zero

at the back of the wake at z ≈ −Rb. Electrons injected at the front of the

wake, z > Rb, can gain energy from this dip in potential at the back of the

wakefield. If electrons can gain enough energy such that ∆Ψ = −1 then they

will be trapped. In the matched blowout regime, the laser ponderomotive force

pushes out all the electrons within a matched matched spot size. These electrons

are pushed together forming a dense sheath around the spherical ion bubble. As

these sheath electrons return back and cross the laser axis at the back of the

wakefield, they create the dip in the potential at z ≈ Rb. It is this the dip in

the potential, that is associated with the sheath of electrons, which provides the

necessary potential difference to self-trap electrons from the background plasma.

The phenomenological theory developed by Lu. et al., indicates that such a

potential difference for self-trapping exists when a large nonlinear plasma with

normalized blowout radius of kpRb = 4 − 5. The magnitude and shape of the

dip in the potential is proportional to the sheath thickness and density which

in turn is dependent on how strongly the wake is driven. Theories which do

not accurately model the contribution to the potential from the sheath result

in an un-physical trapping condition, where the normalized blowout radius of

the wake must equal γφ of the wakefield [55]. While the evolution of the wake

radius can trigger self-injection [35, 37], trapping theories [56] which are derived

from inaccurate descriptions of the wake and require evolving wakefields for self-

trapping to occur should not be considered strictly accurate. Simulations using

non-evolving beam drivers and wake potentials have shown that electrons can

be self-trapped into the wakefield [57]. The exact shape and magnitude of the

dip in the potential at the back of the wake field is sensitive to the wake and

driver shape and evolution making an exact threshold for self-trapping which

depends only on laser ao or P/Pc difficult. However in many experiments and
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simulations, preformed over a range of nearly matched laser parameters, self-

trapping of background plasma electrons has been achieved with an ultrashort

laser pulses, with an ao
>∼ 4 with a P/Pc > 3 [58, 59, 60].

As previously mentioned, for trapping to occur, an electron must be able to

experience or be injected into the potential of the wakefield. In the blowout

regime, all of the electrons within the matched spot size of the laser are pushed

out by the ponderomotive force of the laser, leaving behind a bare ion bubble.

The pushed out electrons initially pile up around the envelope of the laser pulse

forming the previously mentioned dense electron sheath, before returning and

crossing the laser axis roughly a plasma period later. As electrons return back to

the laser axis, some the electrons which either originate further from the axis, or

were pushed outwards earlier in the laser pulse, cross the sheath. It is these elec-

trons which are injected into the wake and can experience the required potential

to be trapped. An analytic model for the radial electron trajectory response to

a relativistic beam driver is detailed in Lu’s thesis [61]. The model shows that

electrons with a larger initial distance from the driver axis are the ones which

cross trajectories are end up being injected into the wakefield.

3.2 Tunnel Ionization Injection of Electrons into a LWFA

To understand how tunneling ionization can be used to inject electrons into a

wake the process of tunneling ionization in the context of the work preformed

here will first be discussed.

Ionization is the process of separating a bound electron from the positively

charged nucleus of an atom. A laser pulse can ionize the atoms or molecules in

a neutral gas in a number of ways, but in the experiments and theory discussed
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here the focus will be on tunneling ionization. Tunneling ionization occurs when

the laser pulse is intense enough to perturb the bound electron such that its

atomic orbit is modified. When this occurs the binding potential between the

electron and positively charge nucleus is lowered to a point where the probability

of an initially bound electron tunneling through the potential well to become free

becomes large. In this work, this process not only creates the plasma, but also is

the mechanism that injects electrons into the wakefield.

There are several analytical tunneling ionization models, but here the Ammosov-

Delone-Krainov, or so called ADK model will be used [62]. As shown by Bauer

and Mulser [63] and discussed by Bruhwiler et. al [64], the ADK model has be

shown to give good agreement with the time dependent Schrödinger equation,

when modeling the effects of an external electric field superimposed on top of the

columbic potential of a hydrogen atom. The agreement between the two models

was found to be good as long as the applied electric field remains below a critical

value,

Ecrit = (
√

2− 1)[ζi]
3/2 (3.23)

where ζi is the unperturbed ionization potential of the electron. Here Ecrit and ζi

are in atomic units; the following conversions for the electric field and ionization

potential used in eqn. 3.23 are 5.14x1014 V/m and 27.2 eV respectively and have

been taken from reference [64]. While the time dependent Schrödinger equation

gives a much more exact answer, it quickly becomes intractable when modeling

atoms with multiple bound states. The ADK model allows a prediction of the

ionization rate for atoms with multiple ionization states as long as the applied

electric field is less than Ecrit for the ionization state of interest. In this work the

rate at which electrons are ionized from the K-shell of nitrogen is of particular

interest. To ensure that the ADK model can be used to accurately describe the

44



results, the maximum electric field used to ionize K-shell electrons must be lower

than Ecrit. The maximum electric field that was used in this work can be found

from the measured cycle averaged intensity using the relationship,

Iavg =
1

2

E2

µoc
(3.24)

where µo is the magnetic susceptibility and c is the speed of light. The maximum

electric field then for the maximum average intensity that was used (∼ 1.3x1019

W/cm2) is 9.98x1012 V/m.

Species Z Ionization Potential (eV)

N1+ 1 14.53

N2+ 2 26.60

N3+ 3 47.45

N4+ 4 77.47

N5+ 5 97.89

N6+ 6 552.06

N7+ 7 667.03

He1+ 1 24.58

He2+ 2 54.42

Table 1: Ionization potentials for nitrogen and helium.

As shown in Table 1, the 6th electron of nitrogen has an ionization potential of

552.057 eV and the critical electric field for this state is 19.5x1012 V/m as given

by eqn. 3.23. This is almost twice as large as the maximum electric field used
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and indicates that the ADK model can be used to predict the ionization rates in

the work presented here.

The ADK ionization probability rate depends on the magnitude of the applied

electric field, the ionization potential of state, and the effective principle quantum

number, and is given by

W(s−1) ≈ 1.52x1015 4n∗ζi(eV)

n∗Γ(2n∗)

(
20.5

ζ
3/2
i (eV)

E(GV/m)

)2n∗−1

exp

(
− 6.83

ζ
3/2
i (eV)

E(GV/m)

)

(3.25)

where Γ is the standard gamma function and n∗ ≈ 3.69Z/ζ
(1/2)
i is the effective

principle quantum number, with Z being the ionization state level. The fraction

of the neutral state which is ionized is given by W∆t, where ∆t is the amount of

time the field is on.

Using the ADK ionization probability rate, the fraction of neutral nitrogen

gas that is ionized as a function of time using a Gaussian laser pulse with a

peak average intensity of 1.3x1019 W/cm2, a central wavelength of 815 nm and

a 45 fs pulse width (full width half maximum (FWHM) of the intensity) can be

modeled. As shown in Fig. 3.2 the large step in ionization potential between

N5+ and N6−7+ leads to a large step in space / time between the ionized states.

This step allows electrons from N6−7+ to be created near the peak of the electric

field. The magnitude of the ionization potential as well as the pulse width and

size of the electric field of the laser can be used to control the relative location

within the laser electric field at which electrons are created. It is this feature of

ionization which can be exploited to inject electrons directly into a wakefield.

Figure 3.3 illustrates how tunneling ionization can be used to inject electrons

into a LWFA. The wakefield is excited in a plasma created from a gas or a gas

mixture that has multiple ionization states. Experiments reported here were car-

ried out in a mixture of helium and trace amounts of nitrogen gas, although it
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Figure 3.2: a) The density of each ionized state of nitrogen vs time calculated us-

ing the ADK model. The ionization rate was calculated for a Gaussian laser pulse

with a peak average intensity of 1.3x1019 W/cm2 and a pulse width τfwhm = 45

fs. The neutral density of nitrogen was 1.4x1019 cm−3. The envelope of the

laser electric field is shown by the dashed line in frame b). The colored circles

correspond to the time / location at which the maximum density of a particular

ionized state of nitrogen is reached. The red line indicates the range of times over

which electrons from N6−7+ are created. The large step in ionization potential

between N1−5+ and N6−7+ creates a large step in time / location between the

species allowing electrons from N6−7+ to be born near the peak of the field.
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may be desirable to use other trace atoms with multiple ionization states de-

pending on the plasma density and laser conditions that are used. As Fig. 3.3 a)

indicates, the leading edge of the ultra-short laser pulse is intense enough to fully

ionize helium atoms and the outer five electrons of nitrogen. The ponderomotive

force of the laser pushes out these electrons, creating a wake. There is a large dif-

ference between the ionization potential (IP) and thus the ionization appearance

intensity of the 5th (L shell) electron that produces N5+ (IP 98 eV) and the two

K-shell electrons that produce N6+ and N7+ (IP 552 and 667 eV respectively).

This step in the ionization potential can be matched to the laser intensity profile

and the plasma density, such that the 6th and 7th nitrogen electrons are tunnel

ionized by the electric field of the laser and injected into the electric field of the

fully formed wake, as shown in Fig. 3.3 b). These ionized electrons appear at

rest and slip backwards relative to the laser pulse and the wake. If they gain

enough energy from the longitudinal electric field (Ez) of the first period of the

wake such that they reach the phase velocity of the wake vφ, they are trapped

and will gain additional energy as they now move forward with respect to the

wake. The amount of energy necessary for an electron to be trapped by the po-

tential of the wake will be examined using theory and simulations in the next

chapter. Additionally it can be seen from Fig. 3.3 c) that the potential of the

wakefield varies with the location or phase of the wake, and that the maximum

potential occurs at the middle of the wake where the accelerating electric field is

zero. In the next chapter the theory behind trapping electrons into LWFA will

be discussed in detail and the benefit of injecting electrons via ionization into the

wakefield at large initial potentials will be explained.

Electrons also gain energy directly from the laser field as a consequence of

being tunnel ionized. This effect, known as Above Threshold Ionization (ATI)

has been widely studied with experiments and simulations [65, 66, 67, 68, 69].
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Figure 3.3: OSIRIS simulation of the injection of tunnel ionized electrons

(ne = 7 × 1018 cm−3; a0 = 2). As the laser pulse propagates to the right it

ionizes a 9:1 mix of He and N2 and drives a wake. a) The envelope of the ao

of the laser (dashed line) and the ionization state of nitrogen atoms (solid line)

on axis. The superimposed trajectories (1) and (2) in frame b) represent simu-

lation electrons ionized into the wake from the K-shell of nitrogen. Electron (1)

is ionized close to the axis and is trapped by the wakefield, while electron (2),

ionized earlier and off-axis, is not trapped. The solid line labeled Ez refers on

axis longitudinal electric field of the wake. (c) The normalized wake potential Ψ̄

on axis, with particular points relevant to the physics of trapping depicted.
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The energy that electrons gain from the electric field of the laser is given by,

Energy =
∫

~v · ~Edt (3.26)

Electrons gain momentum in the perpendicular direction (in the direction of the

electric field polarization) from the electric field, as well as in the longitudinal

direction (in the direction of the laser propagation) due to the ~vX ~B force. Elec-

trons will have a large range of energies corresponding to the phase within the

field at which they were ionized. As shown by [68] if the longitudinal electric field

of a focused laser pulse is much smaller than the electric field in the perpendicu-

lar direction of polarization, then the energy that electrons gain from ionization

can be estimated by approximating the laser pulse as a plane wave. In this case,

canonical momentum is conserved and the relationship between the longitudinal

and perpendicular momentum has been derived as, [65, 66]

pz =
p2
⊥

2mc
(3.27)

and are ejected from the focus of the laser pulse at an angle of,

tanθ =

√
2

γ − 1
(3.28)

where θ is the angle between the direction of laser propagation and polarization.

Since canonical momentum is conserved, the final perpendicular momentum of

the electron after it has left the field can be related to the initial vector potential

at which it was ionized. In this manner eqn. 3.27 can be rewritten in terms aoi,

the normalized vector potential at which the electron is ionized as,

pz

mc
=

a2
oi

2
(3.29)

It should be noted that aoi is the instantaneous normalized vector potential,

meaning that it depends on the exact phase within the vector potential A the
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electron is created. 2-D OSIRIS simulations using the ADK ionization model

have been preformed to examine the energy that electrons from N6−7+ gain from

ATI using a laser spot size, pulse width and intensity similar to what has been

used experimentally. The simulations where done at low plasma densities (1010

cm−3) to ensure that accelerating fields created within the plasma were small

and did not influence the results. The angle at which electrons from N6−7+ are

ejected, as well as the energy that they gain from ATI where found to be in good

agreement with that predicted equations 3.27 and 3.28. As will be discussed later,

the longitudinal momentum gained in the direction of laser propagation can aid

with the trapping of electrons into a LWFA.

3.3 The Trapping of Electrons Injected via Tunnel Ion-

ization into a LWFA in the Blowout Regime

While self-trapped electrons originate from outside of the wake, as previously

discussed, due to the large step in ionization potential, electrons can be tunnel

ionized and injected directly into the accelerating wakefield. As mentioned above,

electrons injected at locations close to the center of a potential well can gain

a relatively larger amount of energy than electrons injected further from the

center. As will be seen, using the linear approximation of the wake, the amount

of available wake potential for electron electrons which have been injected into

the wakefield far exceeds ∆Ψ required for trapping. Therefore, even thought the

linear approximation of the field does not correctly model the electron sheath, it

can still be used to accurately model the dynamics of trapping electrons which

are injected into the wakefield.

To estimate the potential difference that an injected electron experiences,
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consider an electron that is tunnel ionized on axis, appearing at longitudinal

location zi and being trapped at the back of the wake where zf = −Rb as shown

in Fig. 3.1. The range of initial injection locations over which the approximation

for the longitudinal electric field is valid, is from −Rb to 3/4Rb. The initial

injection location can be defined as zi = αRb, where α can vary from −1 to 3/4.

Integrating Eqn. 3.22 from −Rb to zi, and using the matching condition given

by Eqn. 2.17, the approximated normalized potential difference that the electron

experiences as a function of ao is given by,

∆Ψ = (
Emax

Rb

)
1

2
(α2 − 1)R2

b

∆Ψ = (
mc2kp

√
ao

e
)Rb

1

2
(α2 − 1)

e

mc2
∆Ψ = kp

√
ao(

2
√

ao

kp

)
1

2
(α2 − 1)

∆Ψ = −ao(1− α2) (3.30)

recall that here α = zi/Rb. Notice that because zf = −Rb, Eqn. 3.30 is re-

ally indicating the maximum potential difference that is available to an injected

electron within the first period of the wake. The maximum available normal-

ized potential difference that an electron experiences as a function of the initial

injected location and laser ao (wake amplitude) is shown in Fig. 3.4.

The solid horizontal line in Fig. 3.4 corresponds to a ∆Ψ = −1, which is the

approximate potential difference required to trap an electron. As shown in Fig.

3.4, electrons injected near the very back (or very front) of the wake close to ±Rb,

will not gain enough energy to experience ∆Ψ = −1, and thus will not be trapped.

However, Fig. 3.4 indicates, that over a large range of zi the ∆Ψ < −1, indicating

that trapping of electrons will occur over a larger range of injection locations even

for relatively small ao = 2. Therefore injecting electrons into the wakefield, can

increase the potential difference that is available for electrons to be trapped. The

52



0

−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

Injection location zi

N
o
rm
a
liz
e
d
 p
o
te
n
ti
a
l 
d
if
fe
re
n
c
e
 ∆
 Ψ
 (
 e
 /
 m
c
2
) Normalized potential difference of an electron

 trapped at −R
b
 vs injection location

 

 

a
o
=2

a
o
=2.5

a
o
=3

a
o
=3.5

-R -R

2
b

Rb

2
b-3Rb

4

-R

4
b

4

Rb
4

3Rb

Figure 3.4: The on axis normalized potential difference ∆Ψ in the matched

blowout regime vs initial injection location zi for an electron trapped at −Rb.

The solid horizontal line at ∆Ψ = −1 corresponds to the approximate potential

difference required to trap.

53



optimal location for injection is at the middle of the wakefield (z = 0) where the

electric field of the wake is 0. This is because electrons injected at this location

only experiences the accelerating phase of the wake. Injection of electrons into

the wakefield allows electrons to gain enough energy to be trapped using smaller

absolute wake amplitudes than are required for the self-trapping of electrons that

originate from outside the wake. For example, from Eqn. 3.20, it is seen that a

normalized potential difference required for trapping is given as ∆ΨREQ
<∼ − 1.

Equation 3.30 and Figure 3.4 indicate that for an ao = 2, an electron injected at

zi = Rb/2 will experience a ∆Ψ = −1.5. This is less than ∆ΨREQ meaning that

the electron will gain enough energy from the wake to be trapped within the first

period of the wake. The self-trapping of electrons for a matched laser pulse with

an ao = 2 is not expected as kpRb < 4− 5. By tunnel ionizing electrons directly

into the wakefield, lower wake amplitudes, driven by lower intensity lasers, can

be used to trap electrons. This can be achieved while remaining in the matched

blowout regime allowing self-guiding and electron trapping to be achieved at lower

plasma densities using a laser ao < 4. As Fig. 2.2 indicates, this reduction in

laser ao will reduced the amount of laser power necessary to trap an accelerate

electrons to energies greater than ∼ 1 GeV.

As Fig. 3.4 indicates over a large range of laser and injection parameters, the

approximated ∆Ψ that the electron experiences from the wake upon reaching

−Rb is less than −1. This indicates that the electron will gain enough energy

to be trapped before actually reaching z = −Rb. This will reduce the dephasing

length and final energy gain of the electron. Using Eqn. 3.22 and assuming that

∆Ψ = −1 at the location where the electron is trapped, zf can be solved as a

function of zi as,

zf = Rb

√√√√ z2
i

R2
b

+
1

ao

(3.31)
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Using the average accelerating electric field of the wake and using zf to calculate

the dephasing length, the electron energy gain from the wakefield as a function

of initial injection location, zi and laser ao is given by,

∆E =
2

3
ao

ω2
o

ω2
p

(√√√√ z2
i

R2
b

+
1

ao

)
mc2

∆E(MeV) ≈ 1

3
ao

ω2
o

ω2
p

√√√√ z2
i

R2
b

+
1

ao

(3.32)

To illustrate this effect on the final accelerated energy, Eqn. 3.32 has been plotted

for as a function of zi and ao at a plasma density of 1.4x1019 cm−3 in Fig. 3.5.

As indicated by Eqn. 3.32 and Fig. 3.5 electrons which have been injected via

ionization at locations further from the center of the wake (zi = 0) gain more

energy. This is because an electron injected at zi will first be decelerated from

zi to z = 0 and then be accelerated from z = 0 to z = −zi. In a symmetric

potential, the electron will gain no energy as it moves from zi to −zi. Therefore

the dephasing length for these electrons will depend on |zi| plus some additional

length, zadd, that it takes the electron to gain enough energy to turn around and

move at vφ, whereas the dephasing length that electrons injected at the center

of the wakefield will only depend on zadd. Electrons injected closer to the center

of the wakefield will have smaller dephasing lengths and therefore smaller total

energy gains than electrons injected further from the center which have larger

dephasing lengths.

From the scaling laws describing the wake size and maximum electric field,

it has been shown that the wake potential that exists in the matched self-guided

regime is greater than the analytically estimated required potential for an electron

to be trapped (∆Ψ ≈ −1) over a wide range of injection locations. Additionally,

it was found that the location at which an electron is ionized into the wakefield

determines the maximum energy gain for that electron.

55



Injection location ξ  (R  ) 

  

-R -R 0 R

2
b

2

bb 3R

4

b-3R

4

b -R

4

b R

4

b

50

70

90

110

130

150

E
n

e
rg

y
 g

a
in

 (
M

e
V

)

Energy gain vs injection location for n   = 1.4x10   cm
e

 

 

a
o

=2

a
o

=2.5

a
o

=3

a
o

=3.5

19 -3

i b

Figure 3.5: The energy gained by an electron vs initial injection location and

laser ao. The solid colored lines indicate that an electron injected closer to the

middle of the wakefield ( zi = 0 ) gains less overall energy, due to having a shorter

dephasing length than an electron injected further from the center of the wake.

The dashed horizontal colored lines indicate the approximated maximum energy

gain ( zf = Rb ) as given by Eqn. 2.24.
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To study the trapping process in more detail, 2-D OSIRIS simulations, which

included the ADK model of ionization, were preformed. The dynamics of ioniza-

tion injection paticulary which electrons are trapped and which are not trapped

was first examined. Then a comparison between the estimated required poten-

tial difference and the simulated potential difference observed for trapping was

made. Both of these investigations were made through tracking the trajectories

of electrons created from the N6−7+ ionized states.

To start, a 2-D simulation with similar laser and plasma parameters to the

experiment was preformed, with a laser ao = 2.5, pulse width of 45 fs (FWHM

of the intensity), and a spot size (1/e of the electric field) equal to 4.5 µm. The

plasma density profile was a 2 mm long slab, with a uniform density of 1.4x1019

cm−3 and initially the laser was polarized out of the plane of the simulation. A

ratio of 90:10 percent helium to nitrogen gas was used. In the simulation, the

electron density could be split into the contributions from three species: electrons

originating from He1−2+, N1−5+ and N6−7+ ionized states respectively. In this

manner, it was possible to isolate the properties of electrons from a particular

group of ionization states. The properties of electrons from each species, which

include position, momentum and energy are saved by the simulation. In this

work these properties were saved every ∼ 1000 time steps or every ∼ 25 µm.

To maintain tractable file sizes, a cut is usually placed on this raw data. In this

simulation work, the properties from a random sample of 10% of the total electron

density from N6−7+ was recorded. From this sample of electron density, it is then

possible to select of group of ∼ 300-500 electrons and track their properties for

every time step of the simulation. This enables one to make a detailed study of

the behavior of injected electrons from N6−7+.

Figure 3.6 shows a small sample of the trajectories of electrons just from the
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Figure 3.6: Trajectories of a group of electrons from N6−7+ plotted vs space in

the stationary lab frame. These electrons have all been ionized over a small range

of space / time centered around ∼ 452-467 (c/ωp) or 402-414 (1/ωp) respectively.

The color of the electron trajectory corresponds to the energy gained from the

wakefield. A portion of electrons are trapped, and remain on axis while gaining

energy. The rest of the electrons are not trapped into the wake and immediately

after being created leave the laser / wake axis at a large angle. Trajectories

corresponding to electrons which are not trapped into the first bucket are not

shown to simplify the physical picture. The grey area corresponds to the 2 mm

long slab neutral gas profile. The laser, denoted by the red triangle, is focused

on to the edge of the gas profile. The laser axis is shown by the dashed line.
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N6−7+ ionization states plotted vs space in the laboratory frame. These trajec-

tories were created from the previously mentioned simulation parameters. This

figure shows that there are two groups of electrons. One that becomes trapped

within the wakefield and remains on axis while gaining energy and another group

of electrons that are not trapped and leave the laser / wake axis at large angles.

One of the first questions that can be addressed with this simulation data is:

Which electrons are trapped and why do they become trapped?

As Fig. 3.4 indicates, a larger potential difference is available to those elec-

trons created closer to the center of the wakefield electrons (zi = 0) and can

allow for them to be trapped, while electrons born further from the center will

not experience a sufficient potential difference to be trapped. From the electron

trajectory data, the initial location at which trapped and un-trapped electrons

are injected via ionization is known. For this particular group of tracked elec-

tron trajectories, electrons are created and trapped over a range of locations and

times between 452-467 c/ωp (642-663µm) and 402-414 1/ωp (1.9056-1.9625 ps)

respectively. As shown in Fig. 3.7 a), the longitudinal electric field and thus the

wake potential is approximately quasistatic over the range of space and times

that electrons are injected and trapped. Since the wake potential is quasistatic,

the relative location and initial potential at which trapped and untrapped elec-

trons are injected into the wake can be plotted and compared. As shown in Fig.

3.7 b), the electrons from the N6−7+ ionized states which are trapped, shown as

green circles, are the electrons which are injected further back in the wakefield

at larger initial normalized potentials, while the un-trapped electrons, shown in

red, are the electrons born further forward in the wakefield at with smaller initial

potentials (see Fig. 3.1). This result confirms that the most important param-

eter in determining whether or not an injected electron will be trapped, is the

initial injection location within the wakefield. It is this injection location which
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Figure 3.7: a) The longitudinal electric field of the first period of the wake,

averaged transversely in space over 5.7 µm. The solid line corresponds to the

electric field at a time ∼395 1/ωp where ionization of the tracked particles begins,

while the dashed line is the electric field at a latter time when the majority of the

tracked electrons have been trapped at ∼413 1/ωp. b)The normalized potential

Ψ vs space with the initial location of trapped (shown in green) and un-trapped

(shown in red) electrons from N6−7+. The trapped electrons are always injected

closer to the center of the wakefield as compared to the un-trapped electrons.
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determines the potential difference, and thus whether or not the electron can gain

enough energy to move with the wake at vφ and become trapped before slipping

out of the first period of the wake.

From the simulation data, the normalized potential difference ∆Ψ for the

group of trapped electrons can also be found and compared to the analytic es-

timate for the required ∆Ψ for trapping to occur given by equation 3.20. For

2-D simulations, when the laser is polarized within the plane of the simulation,

the injected electrons experience the combined laser and wake forces in the same

plane. This allows for a more accurate description of the trapping process as

opposed to the situation when the laser is polarized out of the plane of the 2-D

simulation and the laser and wake forces are decoupled and in different planes.

As discussed above, over the range of times that electrons are injected via ion-

ization and then trapped by the wakefield, the potential of the wake is essentially

quasistatic. Therefore, in order to find ∆Ψ the relative location within the po-

tential at which an electron is created, which gives Ψi and the location at which

the electron trapped, which gives Ψf is needed. The initial injection location

of each electron is given by the simulation track data. To find Ψf , the location

within the potential where the longitudinal velocity of the electron equals vφ must

be found. Unfortunately, when electrons are trapped within the envelope of the

electric field of the laser, as they are in the simulation when the pulse width of

the laser is 45 fs, it becomes difficult to determine the exact time / location at

which an electron is trapped. This is because the perpendicular and longitudinal

momentum of the electron is being modulated by the field of the laser, causing

the electron to accelerate and decelerate around the phase velocity of the wake.

Additionally the phase velocity of the wake is constantly evolving due to pump

depletion and non-linear frequency shifting of the laser electric field. The limited
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time resolution at which data pertaining to the wake velocity is recorded from

the simulation, limits the accuracy for determining the instantaneous vφ of the

wake. This effect combined with the momentum modulation of the electron due

to the electric field of the laser leads to an uncertainty in determining Ψf .

To make a more accurate measurement of the ∆Ψ that trapped electrons

experience, a simulation was preformed with the laser field polarized in the plane

of the simulation. For this simulation the same laser and plasma parameters

were used as stated above, except that the laser pulse width was shortened from

45 fs to 11 fs. With the shorter pulse width, electrons were no longer trapped

within the field of the laser. Figure 3.8 details the location at which electrons

from N6−7+ are created (green circles) and trapped (black circles) within the laser

field and wake potential. As shown in Fig. 3.9 a) for each trapped electron, the

potential difference ∆Ψ was found and plotted against the final perpendicular

momentum of the electron, p⊥f at the instant that trapping occurred. The solid

red line in Fig. 3.9 a) is the required potential difference for trapping plotted

as a function of p⊥f that was analytically estimated by Eqn. 3.20 using a fixed

γφ = 10.95 corresponding to a plasma density of 1.4x1019 cm−3. As shown in

Fig. 3.9 a) there is some scatter between the simulated normalized potential

difference ∆Ψsim and the estimated normalized potential difference ∆Ψest for

trapping. If the evolution of the phase velocity of the wake is taken into account,

the difference between ∆Ψsim and ∆Ψest is decreased as shown by Fig. 3.9 b).

This figure shows that for the majority of the tracked electrons, the difference

between the simulated and calculated ∆Ψ is ∼ .05, which for a ∆Ψ ≈ .9 gives

an agreement of ∼ 5%. Figure 3.9 b) indicates that the required ∆Ψ found in

2-D simulations is in good agreement, with that which was analytically estimated

given by Eqn. 3.20.
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Figure 3.8: a)The envelope of the laser electric field, with a pulse width of 11 fs

(FWHM intensity) plotted vs space. The location of the initial and final trapped

position of injected electrons from the N6−7+ ionized states is shown by the green

and black circles respectively. b)The normalized potential Ψ plotted vs space

with the initial and final injection and trapping locations of electrons shown.
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Figure 3.9: a)The simulated (blue diamonds) normalized potential difference that

a group of electrons from N6−7+ experience between being created and being

trapped plotted vs the final perpendicular momentum of the electron at the

instant that it is trapped. The solid red line corresponds to the analytic estimate

of the the ∆Ψ required for trapping using a fixed γφ = 10.95. b) Electron

number vs the difference between the simulated ∆Ψ, and analytically calculated

∆Ψ taking into account the time evolving wake velocity and γφ.
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In conclusion, in this section a analytical model for the potential difference

∆Ψ that is required for an electron to be trapped within the wakefield was de-

tailed. Using an approximation for the wake size and longitudinal accelerating

field amplitude in the matched blowout regime, it was shown that the potential

difference available for electrons exceeds the estimated required ∆Ψ over a large

range of injection phases. Additionally, it was shown that the maximum energy

gain for an electron is a function of wake amplitude and injection phase. Finally,

using 2-D OSIRIS particle in cell code simulations, which included the ADK

ionization model, it was found that the analytical estimate for the required ∆Ψ

for trapped electrons was in good agreement with the ∆Ψ for trapped electrons

observed in simulations. Work is being done to integrate a potential Ψ diagnostic

into OSIRIS, to increase the time resolution and accuracy at which ∆Ψ can be

measured.
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CHAPTER 4

Experimental Setup and Methods

Experiments to investigate tunnel ionization injection and trapping were con-

ducted at UCLA using a CPA Ti:Sapphire laser system. Laser pulses with ener-

gies ranging from 200-500 mJ and average pulse widths of ∼ 45 fs were focused

by an off-axis parabolic mirror (OAP) to a spot size of ∼ 5 µm. Here the pulse

width is defined as the full width at half maximum (FWHM) of the intensity of

the pulse and the spot size is taken to be the distance to 1/e of the electric field.

Taking into account that ∼70% of the energy could be focused into the spot size,

the power ranged from 4-10 TW and the peak ao of the laser varied from ∼1.5 to

2.5 in these experiments. To create a plasma and a LWFA, the waist of the laser

pulse was focused 50-150 µm inside the front edge of a column of gas created

by a conical gas jet. The leading edge of the laser pulse was intense enough to

ionize the gas to create the plasma. The ponderomotive force of the laser then

displaced free electrons driving a wake and creating the accelerating structure.

Electrons accelerated by this wake were sent through a dipole magnet onto a

Lanex phosphor film. A ∼ 100 µm thick piece of aluminum foil was placed in

front of the Lanex film to block transmitted laser light. Electrons with energies

above ∼ 1 MeV pass through the thin aluminum light shield onto the Lanex film.

Collisions between the accelerated electrons and the phosphorescent substrate of

the Lanex film resulted in visible light being created. The light from the phos-

phor screen was imaged by a 35 or 50 mm camera lens onto either a 12 bit or

66



16 bit CCD camera. The energy of the electrons was measured by observing the

induced deflection of the electrons by a dipole magnet onto a Lanex screen. The

experimental setup used to measure the electron energy spectrum is shown in

Fig. 4.1. As shown in Fig. 4.1, a probe beam was created from the small amount

of light (< 1%) transmitted through the last turning mirror before the OAP. The

probe beam was sent into a Michelson interferometer which was used to measure

the plasma density profile on every shot. The interferometer was setup such that

the plasma was probed ∼ 75 ps after the main pump beam had passed. The

pulse width of the probe beam was estimated to be less than 100 fs long.

A conical gas jet with a .5 mm throat and either a 2 or 3 mm opening was

used in these experiments [70, 71]. To observe the effects of tunneling ionization

injection, a wake was driven in plasmas created from a mixture of helium and

nitrogen as well as in a mixture of helium and methane gases. Results were

then compared to LWFA driven in plasmas created from pure helium and pure

nitrogen gases. For both mixtures the two ratios that were investigated were 90%

helium and 10% nitrogen/methane and a 95% helium and 5% nitrogen/methane.

Each gas mixture was ordered pre-mixed from the Air Liquid gas company.

For gas mixtures that were used, it was found that the acceleration of electrons

was sensitive to the level of laser contrast. The contrast of the laser pulse is

defined by the ratio between the peak intensity of the laser pulse to the the

intensity of the laser pulse at some time before the peak. Ideally, before the

laser pulse arrives no laser light would exist. Unfortunately, several smaller ’pre-

pulses’ exist and arrive at the plasma before the main pulse does. Pre-pulses come

from two sources within the laser system and arrive on two different time scales

before the main pulse. Amplified spontaneous emission (ASE), which is created

and amplified in both the laser oscillator and regenerative amplifier, creates a
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Figure 4.1: Diagram of experimental setup. The amplified laser pulse shown in

red, is focused by an off axis parabolic mirror on to the edge of a supersonic

gas jet nozzle creating a LWFA. The transmitted laser light is dumped onto

a aluminum light shield, while electrons which are created, shown in blue, are

dispersed by the dipole magnet. These electrons pass through the Al shield onto

a Lanex screen which phosphoresces. An example of the deflected electron signal

recorded by the intensified CCD camera is shown in the bottom right. A small

amount of transmitted laser light from the last laser turning mirror was used as a

probe beam and sent into a Michelson interferometer. The interferogram that is

created records the plasma density profile. An example of a typical interferogram

is shown at the top of the figure.
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pedestal on top of which the main pulse sits. The ASE pedestal exists over

several nanoseconds and the front edge of the pedestal is considered to be a pre-

pulse, as it arrives a few nanoseconds before the main pulse. Partial reflections

and transmissions within the laser system can create lower intensity replicas of

the main pulse. These replicas are separated in time from the main pulse, and

are also amplified by the laser system creating pre-pules which usually arrive

picoseconds before the main pulse.

On a nanosecond time scale, laser pre-pulse are thought to negatively effect

LWFA experiments as they can be intense enough to ionize a small region of

plasma before the main pump pulse arrives. Over a nanosecond, the plasma has

enough time to diffuse away. Therefore, by the time the main pulse arrives, the

plasma density will be lower than desirable and spatially inhomogeneous. This

will change the way in which the laser pulse focuses within the plasma and effects

the coupling of energy into the accelerating wake structure. On a picosecond time

scale, plasma created from pre-pulses do not have as much time to diffuse. It is

not known how detrimental picosecond pre-pulses are to the success of the LWFA

experiments.

To measure the contrast of the laser on a nanosecond time scale, a fast photo

diode with ∼ 1 ns time resolution was used. The signal from the diode was

displayed on a Textronix TDS-3032B oscilloscope. The contrast that could be

measured was approximately 104. In these experiments if the diode detected

even a small level of nanosecond pre-pulse, the likelihood of observing accelerated

electrons decreased dramatically. An example of a laser pulse with a measurable

pre-pulse and without a measurable pre-pulse is shown in Figure 4.2. On a

nanosecond time scale, ASE pre-pulse can be reduced by changing the timing of

the two pockel cells within the regenerative amplifier. These pockel cells control
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Figure 4.2: Pre-pulse on a nanosecond time scale

the time at which the laser pulse in switched into and out of the regenerative

amplifier. Switching the laser pulse into the regenerative amplifier as late as

possible and switching the laser pulse out as early as possible, reduces the time

over which ASE is amplified and thus can reduce the pre-pulse level. A third

pockel cell, known as the ’slicer’ was also used after the regenerative amplifier.

The slicer was used to chop as much of the remaining ASE as possible without

cutting into the main pulse.

Experiments conducted in pure helium were the most insensitive to the level

of nanosecond pre-pulse. This is because the first electron of helium has a rela-

tively large ionization potential (24.5 eV) and therefore requires a relatively large

intensity (∼ 1015 W / cm−3) to be ionized. The level of permissable pre-pulse be-

came smaller and smaller as gas mixtures containing nitrogen and then methane

began to be used. The first electron of nitrogen is ionized at an ionization poten-
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tial of 14.5 eV and the four electrons from hydrogen contained in each methane

molecule are ionized at 13.6 eV. These lower ionization potentials reduced the

required laser intensity for ionization to ∼ 1014 W/cm−3. It was observed that as

the laser power was increased beyond ∼ 5 TW, the level of pre-pulse became large

enough to negatively effect experiments conducted in the nitrogen and methane

gas mixtures. To further enhance the contrast beyond what was obtainable using

the pockel cells, a thin ( 2 mm ) red glass filter (RG850), with an anti-reflection

coating at 800 nm was inserted into the output of the regenerative amplifier.

The red glass filter passes light with wavelengths longer than 850 nm and atten-

uates wavelengths below 850 nm. The central wavelength of the laser was ∼ 815

nm, and therefore is attenuated. However, at high intensities the red glass filter

acts as a saturable absorber. Therefore, the lower intensity nanosecond pre-pulse

was attenuated, while the more intense main pulse saturated the red glass and

was transmitted with only a slight attenuation. In this manner, the contrast

was thought to be improved 5-10 times, and allowed successful experiments to

be preformed in nitrogen and methane gas mixtures with powers greater than 5

TW.

Additionally the success of the experiment was very dependent on the the

relative alignment of the gas jet height, longitudinal z and transverse y position,

with respect to the waist of the laser pulse. A camera equipped with a 35 mm

camera lens was mounted on the top of the target chamber. This camera, known

as the top view camera, looked down onto the gas jet and was used to align the

nozzle in the transverse and longitudinal directions. The height of the nozzle was

set by observing the density profile obtained from the Michelson interferometer

diagnostic. The following alignment procedure was used to in these experiments

to obtain accelerated electrons. First, under vacuum, the gate valve was closed

and the target chamber was filled with∼ 5 torr of nitrogen gas. After checking the
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Top view alignment with nozzle and static �ll plasma location

Nozzle

Static �ll plasma

Waist location

Figure 4.3: Top view of nozzle and static fill plasma location. The nozzle is

aligned such that the static fill plasma is centered transversely and such that the

laser waist is located ∼ 100 µm inside the front edge of the nozzle.
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transverse profile of the laser beam for hot spots before the compressor, the laser

pulse was amplified to 1-2 TW and was allowed to enter into the target chamber.

The laser pulse was intense enough to ionize the nitrogen gas and form a dumbbell

shaped ’static fill’ plasma as shown in Fig. 4.3. Using the top view camera with

a blue glass filter to block the red laser light, the laser waist location was marked

using static fill plasma profile. The nozzle was then positioned such that the

waist of the static fill plasma was located ∼ 100 µm within the front edge of the

nozzle and transversely centered as shown in Fig. 4.3. From preforming many

experiments with the same OAP and F-number beam, it has been observed that

for consistent self-guiding and creation of electron beams the laser waist should

be located ∼ 100 µm within the front edge of the gas jet. Often times during

the experiment, the longitudinal z position is scanned ± 100 µm in 50 µm steps

around the initial location to try and optimize the coupling of the laser pulse into

the plasma wake to obtain more consistent results. After the static fill alignment

was preformed, the gate valve was opened and time was allowed for the target

chamber to be pumped back down to vacuum. The gas line from the gas bottle to

nozzle was then flushed to ensure that it was containment free. An approximate

plasma density was then chosen and the corresponding nozzle backing pressure

was set.

Using the Michelson interferometer, the height between the plasma and top

of the nozzle was first set to be ∼ 1 mm. The gas jet was then triggered to fire

and using 1-2 TW of power the plasma density profile was observed. Scanning

the height of the nozzle ± .25 mm, the final height of the nozzle was set to be

at the location which gave the flattest density profile was obtained. An example

of how the plasma density profile varied with height is shown in Fig. 4.4. It

should be noted that the height at which the best density profile is obtained will

change with backing pressure and with the gas mixture used. The variation of
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Figure 4.4: A interferogram and corresponding plasma density at 3 different gas

jet heights (a-c). For each height the backing pressure on the gas jet was fixed

at 100 PSI and the 90:10 He:N2 gas mixture was used. As the gas jet is lowered

the plasma density profile changes and becomes smoother.
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the plasma density profile with height is thought to be due to shocks which form

as the gas expands and leaves the nozzle as it enters the vacuum chamber.

The day to day alignment of the laser, including the final pointing through the

target chamber and onto OAP is another important factor to the reproducibility

and success of the experiment. An image of the focal spot, which was directly

recorded using only a 20x microscope objective to image the laser focus is shown

in Fig. 4.5. The resolution of this objective was ∼ 4 µm. This image of the laser

spot was recorded close too, but probably not exactly at best focus. Additionally,

as the image plane was scanned around the laser focus, an astigmatism in the

laser spot size was observed. This abberation might have contributed to the

slightly larger than nominal spot size measured and to the amount of light that

is outside the laser spot size. The FWHM of the spot intensity was 6.7 µm in the

x-direction by 6.8 µm in the y-direction. These widths correspond to a spot size

of ∼5.8 µm for a Gaussian. The matched spot size for self-guiding at a plasma

density of 1.4 ×1019 cm−3 and over the range of laser intensities used in these

experiments was 4-4.5 µm. Additionally over the range of laser powers used the

ratio of P/Pc at this density was ∼1.5-3. Therefore for a nominal spot size of

6 µm, the ratio of P/Pc > 1 indicates that a small amount of self-focusing is

expected as the laser pulse evolves to the matched spot size in these experiments.

To monitor the focused spot size of the laser during the experiment, a forward

imaging diagnostic, which imaged relayed the laser focus after the OAP to a CCD

camera with a magnification of ∼ 12x, and a resolution of ∼6 µm was employed.

This diagnostic was used before most experimental runs to ensure that the laser

spot was of good quality, and not aberrated. The forward spot diagnostic could

also be set to image the exit of the plasma. In this manner the output laser mode

from the plasma could be monitored, and the relative amount of laser self-guiding
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Figure 4.5: The spatial profile of the laser pulse near best focus recorded with a

20x microscope objective. The FWHM is equal to 6.7 µm and 6.8 µm in the x

and y direction respectively.
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could be observed. Additionally the transmitted laser light from the experiment

could be image relayed onto an imaging spectrometer. The imaging spectrometer

was also set to image the exit of the plasma and used a grating with 150 grooves

/ mm that was blazed for 500 nm. The slit of the imaging spectrograph was often

opened to 300-500 µm to ensure that the transmitted laser light passed into the

spectrograph. With such a large slit size the spectral resolution was determined

by the spot size of the image relayed laser light. When the laser pulse was self-

guided through the plasma, the spot size at the slit of the spectrograph was ∼
10-15 µm giving a spectral resolution of ∼ 2 nm. The transmitted laser light was

imaged by the spectrograph in the transverse plane with spatial resolution of ∼13

µm. The imaging spectrometer allowed the guided portion of the transmitted

laser light to be distinguished from the un-guided transmitted light. In this

manner the laser light which had been spectrally modulated from interacting

with the wakefield and from ionization of neutral gas could be identified. When

the experiment was set up to measure the energy of accelerated electrons as shown

in Fig. 4.1, access to the forward transmitted diagnostics was lost.

The input laser energy and pulse width were also recorded on every laser shot.

A 1% light leak through a turning mirror from the first and second multipass am-

plifiers was sent to two different diodes. The voltage measured by each diode was

calibrated to a Coherent J-50-MB-LE energy meter. The transmission through

the compressor gratings, focusing OAP, and an estimation of the amount of laser

light in the 1/e focused profile was taken into account to determine the amount

of laser energy participating in the interaction.

The pulse width was measured using a Positive light utlrafast single shot

auto-correlator. The auto-correlator could measure pulses as short as ∼40 fs

with a resolution of ±4 fs. During the experiment, a leak of the compressed
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laser pulse was sent to the auto-correlator to monitor the pulse width on every

shot. The pulse width of the laser light leaked to the auto-correlator will not be

the same as the pulse width of the main pump that is sent to the experiment.

This is because the light that is leaked passes through over a centimeter of glass.

The group velocity dispersion (GVD) of the glass causes the leaked light to be

broadened in time. For short laser pulses with 20-30 nm of bandwidth, even this

small amount of glass can broaden the pulse width of the laser by 5-10%. To

send the shortest laser pulse to the experiment the following technique was used.

First the distance between the compressor gratings was set such that the auto-

correlator measured the minimum pulse width. At this setting, the gratings are

actually set to send a slightly longer, frequency chirped (blue to red) laser pulse

to the experiment. However, at the auto-correlator the shortest pulse width of

the laser is measured because the glass in the path to the auto-correlator causes

the chirped pulse to be compressed in time. The amount of GVD from the glass

in the auto-correlator path width can be calculated. Additionally, the amount

that the compressor gratings need to be moved to compensate for the GVD of the

glass can also be calculated. To send the shortest laser pulse to the experiment,

the calculations indicated that the gratings needed to be moved together by

150 µm from where the shortest pulse is measured at the auto-correlator. To

confirm that this correction actually sent the shortest pulse to the experiment,

a scan of compressor spacings over ± 200µm was preformed and the amount of

ionization induced blue shifted light was recorded. The energy of the laser was

set such that only a very small amount of ionization induced blue shifted light

was initially observed. As the compressor spacing was scanned, the pulse width

of the laser changed and near threshold the largest amount of ionization induced

blue shifted light should correspond to the laser pulse with the shortest pulse

width. This location was found to corresponded to the same position that was
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predicted using the GVD calculations. The correction of 150 µm in the grating

spacing changed the pulse width of the laser by about 6 fs.

As a result of measuring the laser energy and pulse width, the amount of

laser power was therefore known and using the vacuum laser spot size, one could

determine the ao of the laser on each shot. Additionally, on each shot the plasma

density was measured using interferometry, and either the transmitted laser or

electron properties were observed. In this manner a careful and detailed study

of the laser plasma interaction which created the LWFA and accelerated electron

beams was made.

As stated above, a Michelson interferometer was used to create an inter-

ferogram to measure the plasma density that was created on each shot. A brief

description of a Michelson interferometer, the method of phase retrieval and Abel

inversion used will now be given. In a Michelson interferometer, an input pulse

is split by a beam splitter into two identical pulses. The two pulses are sent into

two separate, but nearly identical delay arms. After passing through the delay

arms, the two pulses are retro-reflected and then recombined by a beam splitter.

The two recombined laser pulses interfere with one another. The interferogram

created records the difference in phase between the two arms (or two laser pulses)

of the Michelson. One arm of the Michelson is known as the probe arm, as it

passes through the plasma. For the Michelson setup in this experiment, the probe

arm and main drive pulse where timed such that the probe arm only made one

pass through the plasma. The other arm of the Michelson does not contain any

additional object to modify the phase of the pulse and is known as the reference

arm. When there is no plasma present, the interferogram records the difference

in phase resulting from the path length difference between the two arms of the

Michelson.
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When a plasma is created, the phase of the probe pulse arm is modified by

index of refraction of the plasma. To recover the phase difference between the

probe and reference pulses, a 2-D Fourier transform is taken of the interferogram.

In the k-space domain, there will be three features. At k = 0, there will be a ’DC’

component which contains no phase information, and is just proportional to the

square of the amplitudes of the two Michelson pulses. Centered at a k = ±kint,

there will be an ’AC’ component which will contain the phase difference between

the two arms of the Michelson. Here kint is the wave number or spatial frequency

of the interference pattern. Filtering out one of the AC k components, and then

taking the inverse Fourier transform one recovers,

AC(x, z) = Ep(x, z)Eref(x, z)exp
[
i(∆φdelay(x, z) + ∆φplasma(x, z))

]
(4.1)

where Ep(x, z) and Eref(x, z) are the amplitudes of the probe and reference arms

respectively, ∆φdelay is the phase difference due to the spatial delay between the

two Michelson arms, and ∆φplasma is the phase difference between the two

Michelson arms due to the plasma. Here the spatial coordinate system is used,

where z is the direction of the laser pump pulse, x is the vertical up / down

direction, and y is horizontal left / right direction. The phase term containing

∆φdelay − ∆φplasma can be found by taking the arctangent of the real values

of AC(x,z) divided by imaginary values of AC(x,z). The values of the arctangent

range from −π to π and because of this any recovered phase will need to be

unwrapped as detailed by [72] (fortunately Matlab has a built in unwrapping

function which can be used). To isolate ∆φplasma, a reference measurement can

be made when there is no plasma and the same Fourier analysis can be preformed

to recover just the ∆φdelay phase term. Subtracting the reference delay phase

from the measurement made with the plasma leaves only, ∆φplasma.

For a 2-D interference pattern, such as the ones shown in Fig. 4.4, the
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∆φplasma(x, z) that is measured is the total integrated phase of the plasma

vs space. The amount of integrated phase that the probe beam accrues as it

transverses across the plasma in the y direction, is proportional to the index

of refraction and the thickness of the plasma. The integrated phase difference

between the reference and probe arm is then given by,

∆φplasma(x, z) =
∫

∆kdy

∆φplasma(x, z) =
∫ (

ko − kp(x, y, z)
)
dy

∆φplasma(x, z) =
∫ 2π

λ

(
1− inp(x, y, z)

)
dy (4.2)

where here ko is the vacuum wave number of the probe light, and kp and inp are

the wave number of the probe beam within the plasma and the index of refraction

of the plasma, respectively. Using the plasma dispersion relationship, the index

of refraction of the plasma, inp, can be related to the plasma density and is given

by,

inp =

√
1− nee2

εomeω2

inp ≈ 1− 1

2

nee
2

εomeω2
(4.3)

This relationship can now be substituted into Eqn. 4.2, and an equation for the

integrated plasma density can be solved for in the following manner,

∆φplasma(x, z) =
∫ 2π

λ

(
1− 1 +

1

2

ne(x, y, z)e2

εomeω2
)
)
dy

∆φplasma(x, z) =
λe2

4πεomec2

∫
ne(x, y, z)dy

4πεomec
2

λe2
∆φplasma(x, z) =

∫
ne(x, y, z)dy (4.4)

Assuming the plasma is cylindrically symmetric in the x-y plane, an Abel

inversion of the integrated phase difference can be made to recover the plasma
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density profile, ne(x, y, z). There are a few methods which can be used to preform

an Abel inversion. An early paper on the subject, with a good conceptual model

of the process and a detailed example of such an inversion is [73]. In this reference,

a 1-D example is given with the left hand side of Eqn. 4.4 being denoted as the

N(x), the spectral radiance in the y direction while ne(x, y, z) on the right hand

side of Eqn. 4.4 is written as ε(r), the emission coefficient of the plasma.

To measure the plasma density from the recovered phase in this work, the

Abel inversion was preformed using a method developed by Kalal and Nugent

[74]. This method follows Bockasten’s physical picture of Abel inversion (with

slight coordinate and variable name changes), but cleverly uses a Fourier series

to approximate the integrated phase difference of the plasma. Once the left hand

side of Eqn. 4.4 has been expressed analytically, a derivative can be taken and

the plasma density ne(x, y, z) can be solved for directly. It should be noted that

when approximating ∆φplasma(x, z) a sufficient number of coefficients for the

Fourier series should be used to obtain an accurate Abel inversion.

All methods of Abel inversion assume that the plasma, or phase object is

cylindrically symmetric. In experiments, the measured phase shift is almost never

symmetric in space. Therefore in order to preform the Abel inversion, the profile

or lineout of the phase is split into two pieces. In this work the phase was split

into two pieces at the centroid of the phase lineout. A copy of each piece is made,

then mirrored and recombined with the original piece to make two symmetric

phase objects. Each symmetric object is then separately Abel inverted, then

each object is split in half and reconnected with the other un-symmetric half.

In this manner one can Abel invert un-symmetric phase objects. At the center

of the phase object, the Abel inversion tends to be a bit noisy, with un-physical

increases and decreases in plasma density being recovered. Additionally the Abel

82



inverted density is often slightly discontinuous where the two phase objects were

split and rejoined. This can limit the accuracy of the on axis density which is

recovered.

Another factor that limited the accuracy of the Abel inversion, is the amount

of phase noise between the measured reference and plasma interferograms. This

can be quantified by subtracting the phase recovered from two different reference

interferograms (i.e. no plasma). Ideally there would be no difference in phase

between two reference shots, but unfortunately in the Michelson setup used for

this experiment the level of phase noise varied in a random manner by ±.2 ra-

dians across the interferogram, as shown in Fig. 4.6 a). The recovered phase

contribution from a plasma is shown in Fig. 4.6 b). Here the drive laser pulse is

traveling from the right to the left, and the approximate laser focus and axis are

denoted by the red arrow and white dashed line, respectively. To examine the

effect of phase noise on the recovered density, .2 radians of phase was added and

subtracted from the recovered phase shown in Fig. 4.6 b). It should be noted

that phase was only added and subtracted to values of the initially recovered

phase that were greater than .2 radians (i.e. noise was not added to noise). As

shown in Fig. 4.6 c), adding or subtracting phase to the recovered density does

not drastically effect the peak recovered density. This is because the amount

of noise, .2 rad, is still relatively small to the maximum phase shift of 4 rad.

Additionally, as the laser pulse leaves the plasma, the laser spot size is larger

due to diffraction and therefore, even though the plasma density is dropping, the

volume of plasma is large enough that a fair amount of phase shift is accrued by

the probe pulse. Because of this, the small amount of phase noise does not have a

large effect on the plasma density profile at the back of the plasma. However, at

the front edge of the plasma where the laser pulse is initially focused, the volume

of plasma is very small and the plasma density is relatively low. This leads to a
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Figure 4.6: a)Phase difference between two reference interferograms vs space.

The dashed boxed area corresponds to the area of recovered plasma phase vs

space as shown in frame b). In frame b) the red arrow and white dashed line

correspond to the approximate laser focus and axis. c) The plasma density profile

vs space for the recovered phase with 0 and ± .2 radians of phase noise added.
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very small phase shift being recorded in this region as shown in Fig. 4.6 b) at

around 3 mm in space. The addition of phase noise to this region, where now

the amount of signal is approximately equal to the amount of noise, results in

a large change in the recovered profile and density of the plasma. The rate at

which the plasma density rises at the leading edge is of great interest for many

experiments, as large density ramps can decrease the amount of coupled laser

light into the plasma interaction. To make an accurate density measurement of

this region, one should try to increase the amount of phase signal to phase noise.

To do this the laser beam could be defocused in order to create a larger volume

of plasma to create a larger phase signal. Another option to increase the amount

of measured phase would be to increase the wavelength of the probe laser pulse.

As Eqn. 4.1 indicates, increasing the probe wavelength increases the amount of

measured phase shift. Additionally, if the gas jet and thus plasma profile is as-

sumed be symmetric in the z-direction of laser propagation, then the rising edge

plasma profile could be assumed to be equal to the more accurately measured

falling edge profile.

An illustration of the dipole magnet that was built to deflect the accelerated

electrons is shown in Fig. 4.7 a). The dipole magnet was designed using concepts

from G.A. Novikov et. al. [75]. The frame of the dipole magnet was constructed

out of low carbon steel (shown in grey), and had a small gap within the middle

of the frame through which the electron beam passed. The length of the dipole

magnet, measured from face to face, was 50.8 mm, with a gap of approximately

38.1 mm width by 12.7 mm tall. Several small neodymium magnets (shown in

yellow), with large magnetic fields, were arranged within the larger casing. The

low carbon steel casing of the dipole magnet served to contain and direct the

magnetic field lines creating an almost uniform magnetic field across the open

gap within the middle of the magnet. The field down the center of the magnet
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gap spacing is shown in Fig. 4.7 b), and was measured using a calibrated FW

model 5100 Hall effect Gauss meter. Profiles of the magnetic field to the right

and left of the center were also measured and are almost identical to the profile

shown in Fig. 4.7 b).

The purple rectangularly shaded region in Fig. 4.7 b), is the approximate

equivalent magnetic field profile and is used in order to simplify the electron de-

flection calculation. The length of the equivalent magnetic field can be estimated

using two methods, which give similar results. The first method used, is to inte-

grate the entire measured magnetic field and set this area equal to the area of the

equivalent field. The width of the equivalent field can be found as the ’height’ or

value of the equivalent field is assumed to be the peak measured value. Using this

method the width of the equivalent field was found to be 65 mm. A second, em-

pirically based method as described in [76] indicates, that for the dipole magnet

structure being used here, that the length equivalent rectangular field from each

face should be .62 x the gap height of the dipole magnet. At this location, the

second method also predicts that the magnetic field should be 40% of the peak

value. At a distance of 7.87 mm (.62x12.7 mm) from the face of the magnet, the

measured field strength is 3727 Gauss and ∼ 40 % of the peak value as predicted.

Again the magnitude of the equivalent field is set equal to the peak value of the

measured field. The length of the equivalent field as determined by this second

method is 66.5 mm and is equal to the length of the magnet 50.8 mm, plus 2x7.87

mm, the additional length from each face.

Accelerated electrons are bent or deflected in a circular motion within the

equivalent magnetic field. To calculate the deflection again two methods were

used. The first method calculated the radius of curvature of an electron using an
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Figure 4.7: a)Illustration of the permanent dipole magnet that was used in the

experiments. b) The measured on axis magnetic field of the dipole magnet vs

longitudinal space. The dashed lines correspond to the 50.8 mm length of larger

permanent dipole magnet, measured from face to face. The shaded purple region,

with a width of ∼65 mm and a magnetic field value of 9170 Gauss, represents the

equivalent magnet field which was used to calculate the electron beam deflection.
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engineering formula given by,

R =
3.4× 103 × Energy (MeV)

B-field(Gauss)
(cm) (4.5)

where R radius of curvature of the electron is in units of cm and only depends

on the energy of the electron being deflected and the magnitude of the magnetic

field.

The electron trajectory through a magnetic field can also be calculated from

the relativistic equations of motion. Since only the direction of the electron is

being changed and no energy is being gained or lost through the magnetic field,

γ is a constant and the relativistic equations of motion can be solved for in a

straight forward manner. The deflection trajectory, and thus the inferred energy

of electrons, depends on the energy of the electron, the magnitude of the magnetic

field and the angle at which it enters the magnet. Using the equations of motion,

the effect of an electron beam entering the magnetic field at an initial angle, can

be included to give a more accurate description of the deflection trajectory of an

electron. When the entrance angle into the magnetic field is set to be 0◦, Eqn. 4.5

gives very good agreement with the trajectories calculated using the equations of

motion.

Figure 4.8 a) shows the deflection imparted by the equivalent magnetic field

on an electron beam over a range of electron energies. In this figure, a beam

of electrons with a range of energies from 20-200 MeV is initially traveling to

the right in the z direction at a height of 1 cm. At z = 0, the electron beam

enters into the equivalent magnetic field of the dipole magnets. Electrons will be

bent by this field as indicated by Eqn. 4.5, with lower energy electrons having a

smaller radius of curvature, and thus being bent more, than electrons at higher

energies. At a distance of ∼16 cm a LANEX screen is placed at an angle of ∼
20◦ with respect to normal. The energetic electrons pass through the LANEX,

88



0 2 4 6 8 10 12 14 16 18

0

5

10

15

D
is

ta
n

c
e

 (
c
m

)

Deflection of 20-200 MeV electrons

Distance Z (cm)

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14

Energy (MeV)

D
e

fl
e

c
te

d
 h

e
ig

h
t 
(c

m
)

Projected deflected height on phosphor 

vs electron energy

0 25 50 75 100 125 150 175 200

a)

b)

Figure 4.8: a)The deflected trajectories of electrons with energies ranging from

20-200 MeV, where each trajectory line is a 1 MeV energy step. The shaded

purple region is the equivalent magnetic field region used to calculate the electron

deflection. The dashed line at a height = 1 cm is the un-deflected electron

trajectory. The solid black line, is the location and size of the phosphor screen.

b) The projected deflection height on the phosphor screen vs electron energy.
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causing it to phosphoresce. The location of phosphorescence is measured by a

CCD camera. In this manner the dipole magnet disperses the electron beam,

where the deflection in height is correlated to the electron energy. It should

be noted that electrons were dispersed in the horizontal plane, in the direction

of the laser field polarization. The deflection height on the LANEX screen vs

the electron energy is shown in Fig. 4.8 b). This curve can then be fit to the

measured electron deflection, to infer the energies of the accelerated electron

beam. As seen in Fig. 4.8 b), at energies greater than 200 MeV, where small

changes in deflection correspond to large changes in electron energy, the energy

inferred from the electron deflection becomes much more sensitive to the initial

angle at which the electron beam enters the magnetic field.

Another important aspect to notice from Fig. 4.8 b), is that the electron

deflection, or dispersion, is not linear with electron energy. As a consequence, the

initially measured signal vs. deflection height, is not the true spectral intensity

of the electron beam. To see this, first consider that the smallest deflection which

can be measured is the pixel size of the CCD camera divided by the magnification

of the imaging system and is equal to ∆y. Now imagine that a continuous and

constant deflection signal, of value V , was measured across all deflection heights.

Examining the dispersion curve in Fig. 4.8 b), one can conceptually deconvolve

this flat measured spectrum into what the actual spectral intensity would look

like. To do this, first consider that at a large electron energy, the ∆y corresponds

to a large range of electron energies. To find the spectral intensity, the constant

signal V measured over one ∆y needs to be divided and split over this large range

of energies. Conversely, at low electron energies, the same signal V , measured

over the same ∆y is split over a very small range of energies. Therefore, the

spectral intensity would be very much peaked up at lower electron energies and

fall very fast at high electron energies for a measured spectrum which has a
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constant value over a large range of deflection heights.

Analytically, through conserving the S, the total signal, the signal which is

measured, C(y), which denotes counts of signal a function of deflected height y,

can be transformed into counts of signal as a function of electron energy, C(E),

via the following relation,

∆S |yo= C(yo)∆yo = ∆S |Eo= C(Eo)∆Eo

C(Eo) = C(yo)
∆yo

∆Eo

= C(yo)
dy

∂E
|yo (4.6)

Using the curve fitting toolbox in Matlab, a power series can be fit to the deflec-

tion height y vs electron energy E, shown in Fig. 4.8 b). With the coefficients

of the power series, the derivative of the curve fit can be easily made to solve for

dy/∂E as a function of E. This allows Eqn. 4.6 to be solved in a straightforward

manner. Note that C(E) is actually counts of signal / electron energy (MeV).

Figure 4.9 is a comparison of the measured signal C(y) and the deconvolved

spectral intensity C(E). Here C(y) is the measured electron deflection signal and

is plotted vs the energy corresponding to the measured deflection height. Using

Eqn. 4.6, the spectral intensity, C(E) is recovered from C(y). Notice that at lower

energies even though C(y) is decreasing, because of the non-linear dispersion of

the dipole magnet, C(E) remains roughly constant.

To measure the amount of charge in the accelerated electron beam, an inte-

grating current transformer (ICT) was used [77]. A current transformer can be

thought of a toroidal solenoid. When an electron beam passes through the center

of the ICT, the current of the electron beam creates a magnetic field which is

perpendicular to the windings of the toroid. The magnetic field induces a current

and voltage within the windings primary of the transformer. With in the sec-

ondary of the transformer, this current is integrated via some capacitance within

the ICT. The voltage associated with the integrated current delivered across some
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Figure 4.9: a)The measured electron deflection signal, C(y) plotted vs the energy

corresponding to the height of deflection. b)The deconvolved spectral intensity

C(E) plotted vs energy. Both C(y) and C(E) have been normalized.
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Figure 4.10: A schematic of an integrating current transformer, ICT, with a 1:5

transformer ratio. The electron beam induces a current and voltage with in the

primary of the ICT which after being transformer via induction into the secondary

windings is integrated across some internal capacitance. The integrated current

is then delivered across a 50 Ω internal resistance and the resulting voltage is

read out across a oscilloscope.

internal resistance is measured by a fast oscilloscope. A schematic for the ICT

is shown in Fig. 4.10. As the name implies, the integrating current transformer

does not resolve the electron beam current with time. The voltage signal created

has a rise time of ∼ 20 ns that is independent of the current profile rise time. The

measured voltage can be integrated to find the current of the electron beam. The

ICT model used in these experiments was ICT-055-070-05:1-H-VAC. The 05:1 in

the model number indicates the turn ratio of the ICT. This model had a S =

5.00 (V · s)/C across a 50 Ω termination, where S is defined as the sensitivity.

Different ICT models will have different turn ratios and sensitivities. For the

ICT used in these experiments the conversion from measured signal to charge in

coulombs is then,

Charge(C) =

∫
V (t)dt

5.0(V · s)C (4.7)
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where V (t) is the measured voltage signal which in these experiments is typically

∼40 ns long with a peak signal of 5-50 mV.

The experimental setup used to measure the electron charge with the ICT

is shown in Fig. 4.11. In this setup the ICT was placed outside the vacuum

chamber to reduce the noise on the measured signal. Noise can be created by

fields that are induced within ICT that are not related to the electron beam

current. Noise sources include electrons that strike the outside of the transformer,

and the electromagnetic pulse (EMP) created by the laser pulse interacting with

objects it strikes. To minimize these noise sources, the ICT was placed outside

the chamber. The electron beam was taken out of the vacuum chamber through

a thin mylar window. In front of the mylar window, 50 µm of aluminum was

placed to block the laser light. Before the electron beam was sent through the

ICT, a low dispersion magnet was used to disperse the electron beam. The low

dispersion magnet was built in a similar fashion as the one described above, but

with a peak magnetic field strength of 2850 Gauss and an equivalent length of 68

mm. Electrons with energies below 14 MeV were deflected into 3 mm of tungsten.

The tungsten beam block stopped electrons from hitting the ICT and creating

noise. In this manner the charge above 14 MeV was measured by the ICT. A

LANEX screen was placed on the back of the ICT . The phosphoresce from this

screen is imaged by a Nikon 50 mm f/1.4D AF camera lens onto a 16 bit image

intensified Princeton Instruments PI-MAX CCD camera..

An image of the dispersed electron beam after passing through the ICT is

shown in Fig. 4.12. The lower magnetic field of the dipole magnet made resolving

energies above ∼ 50 MeV inaccurate. Even after taking the aforementioned steps

to minimize the ICT signal noise, the measured ICT signal, shown in blue in Fig.

4.13, still contains a significant amount of AC noise. From the ICT manual, it is
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Figure 4.11: The experimental setup used to measure the electron beam charge.

The electron beam, shown in blue, is first taken out of the vacuum chamber

through a thin mylar window. The laser beam, shown in red, is dumped against

a thin 50 µm Al foil. The electron beam then passes through a dipole magnet.

Electrons below 14 MeV are deflected into and stopped within 3 mm of tungsten.

The remaining higher energy electrons pass through the ICT where there charge is

measured. On the back of the ICT a LANEX screen is placed. The phosphoresce

from this screen is imaged by a camera lens onto a CCD camera.
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ICT location. At lower energies, the ICT was shielded from the electron beam

by 3 mm of tungsten which stopped electrons below ∼14 MeV.
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known that a clean ICT voltage signal should rise and fall over a time period of

∼40 ns, and should not have an AC modulation on it. To filter out the AC noise,

a Fourier transform is taken. The real component of the Fourier transformed

signal is shown in Fig. 4.13 b). Here, a super gaussian filter, shown by the

dashed red line, can be multiplied with the normalized real and imaginary parts

of the Fourier transformed signal to filter out a large portion of the high frequency

noise. Re-scaling and then taking the inverse Fourier transform of the frequency

filtered signal, recovers the filtered signal in time. The recovered filtered signal in

time is shown as the red curve in Fig. 4.13 a). The amount of measured charge

for each electron beam was found by using the same super gaussian bandwidth

filter and integrating each filtered ICT signal over the same fixed time duration

of 44 ns (-6 to 38 ns), denoted in Fig. 4.13 a) by the green circles.

The amount of charge measured by the ICT was compared to the total

amount phosphoresce signal created by the electron beam as it passed through

the LANEX screen. Figure 4.14 shows that there is a linear relationship between

the amount of charge measured by the ICT and the total amount of phosphor

signal over a range of electron energies from ∼10-100 MeV. Integrating current

transformers have been used to measure the charge of electron beams with pulse

widths of ∼1 ps, however there has been a bit of uncertainty on wether ultrashort

electrons beams with pulse widths of 10-100 fs as created from LWFAs can be

accurately measured with ICTs. While Fig. 4.14 is not an absolute calibration, it

appears that for electron beams with sub 100 fs pulse widths, the relative trend in

charge as measured by the ICT is in good agreement and linearly proportional to

the amount of charge / phosphoresce indicated by the LANEX screen. The mea-

surement was made using Kodak Fast F Lanex film. A Princeton Instruments,

PI-MAX intensified CCD camera, with a gain setting of 75 was used to make this

measurement. The amount of integrated phosphor signal is proportional not only
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Figure 4.13: a) The raw measured ICT signal vs time shown in blue, and the

recovered filtered ICT signal vs time shown in red. The green circles represent the

fixed period of time over which the filtered ICT signal is integrated to measure

the electron beam charge. b) The real component of the Fourier transform of the

ICT signal vs frequency. The red dashed line is the super gaussian filter.

98



0 0.5 1 1.5 2 2.5
x 10

8

0

10

20

30

40

50

Integrated CCD counts

M
e

a
s
u

re
d

 c
h

a
rg

e
 (

p
C

)

ICT measured charge vs. 

integrated phosphor signal

ICT
linear 

fit

Figure 4.14: The charge measured by the ICT (blue diamonds) vs the total

integrated phosphor signal measured by the 16 bit image intensified PI-MAX

CCD camera.

to the gain setting of the camera, but also the distance between and the charac-

teristics of the optic used to collect the phosphor signal. Once these variables are

fixed, Fig. 4.14 indicates that the phosphoresce of the LANEX film is linearly

proportional to the amount of charge in the electron beam. In this experimental

setup the lowest amount of charge the ICT could measure was ∼ 5 pC. At these

charge levels, the CCD camera with a gain setting of 75 could still distinguish

the phosphor signal from the background noise. The gain on the CCD camera

can be increased from 75 to 200, and if calibrated at this gain setting, in principle

could be used to measure charge below 5 Pc.

Using these experimental setups and methods, a study of ionization injection

and the properties of the electron beams that were created was undertaken.
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CHAPTER 5

Results

To demonstrate the injection of electrons into a laser driven wakefield, using

tunnel-ionization of a minority species gas initial experiments were preformed

using a 90:10 He:N2 gas mixture, and a ∼2 mm long gas jet which produced

a plasma with a peak density of ∼1.4x1019 cm−3 and density profile as shown

in Fig. 5.1. Varying the laser ao between 1.5-2.5 and the P/Pc between 1.5-4,

the appearance threshold for the trapping and acceleration of electrons in the

gas mix was observed to be lower than that required to self-trap electrons in a

pure He plasma with a comparable plasma density profile and peak density. The

lower observed ao and P/Pc threshold for accelerating electrons agrees quantita-

tively with the model developed for ionization injection earlier in chapters 2-3.

In addition to this lower trapping threshold, the intensity threshold for observing

accelerated charge corresponded to that required to ionize the 6th and 7th elec-

trons from nitrogen. Furthermore, when accelerated electrons were created from

the helium nitrogen gas mixture, an enhanced amount of transmitted blue shifted

laser light was also observed. Furthermore this blue shifted light was confined

to a narrow guided spot exiting the plasma. This enhancement in blue-shifted

light, as well as the intensity threshold corresponding to that required to ionized

N6−7+, both indicate that electrons were injected into the wakefield via ioniza-

tion of the 6th and 7th states of nitrogen. These results were confirmed using

3-D OSIRIS simulations which modeled the interaction using laser and plasma
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Figure 5.1: An example of the measured plasma density profile shown in blue.

The plasma profile was taken from averaged density over a 100 µm boxout down

the center of the plasma. The peak plasma density was ∼1.4x1019 cm−3. The

dashed line indicates the simulated plasma profile that was used. As will be

discussed later, the circled numbers correspond to locations within the plasma

where simulations were used to investigate the laser plasma dynamics in detail.

parameters that were closely matched the experimentally measured values and

included the dynamics of ionization using the ADK model. Additionally these

simulations allowed the properties of electrons created from the N6−7+ ionized

states to be isolated and examined. We find that the experimentally measured

electron spectra, divergence and relative charge are in good agreement with cor-

responding observed values created only from electrons originating from N6−7+

in the 3-D simulations.

Using the 90:10 He:N2 gas mixture, the intensity threshold for the trapping

of electrons was measured by varying the ao of the laser at a fixed plasma density
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of ∼1.4x1019 cm−3. Figure 5.2 is a plot of the relative total charge, with energies

above 25 MeV, of the dispersed electron beam versus initial ao. The shaded

region of Fig. 5.2 indicates that electron spectra were not observed below an ao

of 1.6. This sharp intensity threshold, which is slightly below the ao required to

ionize the 6th electron from nitrogen, suggests that the trapped and accelerated

electrons are indeed from the K shell of nitrogen. At the threshold for observed

accelerated charge, the power of the laser pulse was ∼1.4 times the critical power

for self-focusing (Pc) [47]. Therefore it is likely (and it is observed in present

simulations) that the intensity of the laser pulse increased as the initial spot size

of 5 µm (1/e field amplitude) is focused by the plasma to the matched blowout

radius of ∼ 4 µm [20]. This process allows the laser to ionize and inject the

6th electron of nitrogen, even when the initial ao is just below the corresponding

ionization threshold. The increase in total charge with ao is thought to be due

to the larger volume of ionized and injected electrons and due to the ionization

of the 7th electron of nitrogen that occurs at higher laser intensities. Figure 5.2

indicates that the trapping threshold and the relative trend in total accelerated

charge seen in the experiment are in good agreement with those seen in the

simulations. Simulations indicate that while the laser pulse evolves within the

plasma, injection and trapping of electrons begins to occur once the laser intensity

rises above the ionization appearance intensity for N6+,7+. As a comparison, in

the blowout regime, previous simulations have indicated that self-trapping of

electrons into the first period of the wake requires an ao of 4.3 [60]. A recent

overview of many experiments [58] has found that an ao of ∼3.8 was required to

self-trap wake electrons consistently. These vector potentials are larger than the

threshold value of ao seen for ionization trapping of the 6th nitrogen electron here.

The measured electron spectra obtained at a laser ao of 2.35 and 1.64 are shown

in Fig. 5.3 a) and 5.3 b), respectively. The broad electron spectrum observed
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Figure 5.2: Measured (diamonds) and simulated (circles) integrated charge of

electrons with energy > 25 MeV vs laser ao and normalized power P/Pc. Solid

lines correspond to the ao required to ionize the 6th and 7th electron of nitrogen in

one cycle of the laser pulse using the ADK model. Dashed line is the experimental

signal detection limit. ne ∼ 1.4x1019 cm−3 ; 9:1 He:N2 gas mix.
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Figure 5.3: A comparison between the observed a) and b) and the simulated c)

and d) electron spectra created at a ne ∼ 1.4x1019 cm−3 from a 9:1 He:N2 gas

mix.

in Fig. 5.3 a) is consistent with the continuous injection and acceleration of

electrons from the K shell of nitrogen. Lowering the laser intensity can limit the

distance over which the laser pulse is intense enough to ionize the 6th nitrogen

electron into the wake. When the injection of electrons is stopped, the wake will

continue to accelerate previously trapped electrons. If a significant amount of

acceleration takes place after the injection of electrons has stopped, then there

will be an absence of a low energy tail in the observed spectrum as seen in Fig. 5.3

b). In future experiments, a two cell arrangement, where the first cell contains a

mixture of two species for injection (He:N2 for example) and a second accelerator

stage containing only one gas (e.g. He) would allow for narrower energy spread

beams to be obtained. Electron spectra shown in Fig. 5.3 c) and 5.3 d) are

generated using 3-D OSIRIS particle in cell code simulations [78] which included

ionization effects using the ADK model [62]. The dimensions of the simulation
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were 71 µm X 57 µm X 57 µm with each direction having 3000 X 256 X 256

cells, with 2 electrons per cell. In these simulations, the laser energy, spot size,

pulse width, as well as the gas mixture ratio and plasma density profile were the

same as the experimental values stated above. By tracking the ionization state

in the simulations, it was found that the two helium and the outer five electrons

of nitrogen only formed the wake and were not trapped. The simulated spectra

shown in Fig. 5.3 c) and 5.3 d) are comprised only from electrons from the K-

shell of nitrogen. This confirms that it is indeed electrons from K-shell that are

injected and accelerated preferentially due to being ionized into the wakefield.

The simulated spectra at both laser intensities are in qualitative agreement

with the spectra observed in the experiment. In both the experiment and sim-

ulations, the energy spread of the accelerated electrons is found to decrease as

ao is decreased, from being continuous at ao of 2.33 to ∆E/E ' .6 at an ao of

1.6. With ne = 1.4x1019 cm−3 and ao = 2.3, the maximum energy gain given by

the 3-D nonlinear theory [28], E(MeV) ≈ (1/3)(ωo/ωp)
2ao, is 92 MeV, which is

close to the observed value. Here ωo and ωp are the laser and plasma frequency,

respectively. Simulations indicate that the continuous electron ionization and

injection leads to a decrease in the potential of the wake due to beam loading.

This can eventually limit the amount of charge trapped as well as the final energy

accelerated electrons reach. On the other hand, in theory, beam loading could be

used advantageously to produce narrow energy spread beams.

To gain a better understanding of the trapping dynamics of the experiment, a

comparison of the laser, wake and accelerated electron evolution at three different

locations within a 3-D simulation was preformed. The simulation was preformed

using a laser ao of 2.1, spot size of 6 µm, pulse width of 45 fs and with the 90:10

He:N2 gas mixture. The plasma density profile and the three specific locations

105



30

25

20

15

10
510500490480470

80

70

60

50

40

30

1 p

510500490480470

x  (c / ω  )

250

200

150

100

50

0

0.00

-0.05

-0.10

-0.15

-0.20

P
  
( 

m
  
c
 )

1
e

1.0

0.8

0.6

0.4

0.2

0.0

-0.2

-0.4

-0.6

-0.8

25

20

10

5

0.0

15

5+
N

N
6-7+

E
n

e
rg

y
 (m

  c
  ) 2

e

510500490480470

2
p

x
  
(c

 /
 ω

  
)

E
  ( m

  c
 ω

  / e
 )

e
p

3

E
  
( 

m
  
c
 ω

  
/ 
e

 )
e

p
1

a)

b)

c)

Figure 5.4: The evolution of the wake, accelerated charge and laser taken from

a 3-D simulation taken at a location corresponding to (1) shown in Fig. 5.1. a)

Electrons from N6−7+ shown in color, overlaid with the helium charge density,

shown in grey. b) The on axis electric field of the wake E1 (blue) and and laser

pulse envelope E3 (red). The dashed green line indicates the ionization state of

N. c) The longitudinal momentum of electrons from N6−7+ plotted vs space.
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(1-3) within the simulation at which these quantities are compared are shown in

Fig. 5.1. From this simulation, and from observations taken from similar 2-D

simulations, it is concluded that electrons are continuously injected, accelerated

and subsequently decelerated throughout the interaction. Furthermore, for a 10%

concentration of nitrogen, it is observed in simulations that ionization locally

depletes the amplitude of the laser pulse, which in turn may be effecting the

amplitude of the wake that is driven. Near the end of the interaction, beam

loading of the accelerating field is observed and thought to be effecting final

accelerated energy spectrum of electrons.

Examining the 3-D simulations, it appears that injected electrons from N6−7+

begin to be trapped into the first period of the wakefield within the rising edge

of the density profile ∼400 µm into the simulation. Figure 5.4 shows the wake

and laser profiles as well as the injected electron momentum ∼700 µm into the

plasma at the beginning of the density plateau. As shown in blue in Fig. 5.4

a) and b) the wake structure and longitudinal accelerating field at this point in

the simulation are not yet well defined. This could be due to the rising density

profile and to the spot size of the laser initially being slightly larger than the

matched spot size. Some time / space may be need for the laser to self-focus

to the matched spot size and drive a stronger amplitude wake. The ionization

contour of nitrogen is shown by the dashed green curve in Fig. 5.4 b). It shows

that electrons from N6−7+ are being injected and trapped into the first period of

the wakefield. Electrons from the N6−7+ ionized states which are injected, but

not trapped into the first period of the wakefield, are thought to be streaming

back through the following accelerating structure. Some of these electrons are

trapped into the second and third periods of the wakefield as shown in Fig. 5.4

a) and c). These trapped and un-trapped electrons that stream back through the

wakefield might also be contributing to the lower wake amplitudes seen in Fig. 5.4
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a) and b). For this reason, it might be advantageous to lower the concentration of

nitrogen to helium in the gas mixture. Additionally the laser profile, shown in red

in Fig. 5.4 b), indicates a local depletion of the laser amplitude corresponding

to the location at which the N6−7+ states are ionized. The local depletion of

the pump via ionization is unavoidable, but should be minimized to maximize

the wake amplitude and pump depletion length. Experimentally observed charge

measurements indicate that the difference in the amount of accelerated charge

using the 90:10 and 95:05 He:N2 gas mixtures are minimal. Therefore it is thought

that a 10% concentration of nitrogen gas may be too large, increasing the rate

at which the pump is depleted while injecting an excess of un-trapped electrons

that unnecessarily lower the wake amplitude.

The longitudinal momentum of trapped electrons reached at the end of the

density plateau is shown in Fig. 5.5 c). As shown in this figure and as previously

discussed, the momentum of electrons within each period of the wakefield is

continuous, as electrons are continuously injected, trapped and accelerated within

each period. Comparing the longitudinal momentum at the end of the density

plateau to that at the beginning ( Fig. 5.4 c)) it is observed that the maximum

longitudinal momentum reached in the first period of the wakefield increases with

propagation distance, but that the total number of accelerated charge above ∼10

MeV in the first period decreases. It is thought that electrons which were injected

earlier in the interaction (at or before location 1 in Fig. 5.1) might have reached

their dephasing length and subsequently lost energy. It has been observed from

electron trajectories in 2-D simulations that many of electrons are unable to be

re-trapped into the first period of the wake after reaching a dephasing length and

being decelerated. The loss of accelerated charge due to dephasing is thought to

be one reason for the decreased amount of accelerated electrons in the first period

of the wake observed at the end of the density plateau. Figure 5.5 a), shows the
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Figure 5.5: The evolution of the wake, accelerated charge and laser. The simu-

lated data on left / right hand column is taken at a location of (2) / (3) shown

in Fig. 5.1. a) and d): Electrons from N6−7+ shown in color, overlaid with the

helium charge density, shown in grey. b) and e): E1 (blue) and E3 (red) are

the on axis electric field of the wake and laser respectively. The dashed green

line indicates the ionization state of N. c) and f): Longitudinal momentum of

electrons from N6−7+ plotted vs space.
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charge density of the wakefield and the location of electrons from N6−7+ that have

reached energies of 10 MeV or more. This figure shows that indeed some electrons

from N6−7+ are leaking out of the each period of the wakefield. Even with some

loss of trapped electrons, if constant and continuous trapping of injected electron

is occurring then it would seem that after some distance the spectrum and number

of electrons would remain quasi-constant. One possibility for why the number of

electrons in not constant is that the wake potential and the profile of the laser

pulse both evolve and this can turn the trapping of electrons on and off as the

location of the injection changes and the wake amplitude oscillates. These effects

are particularly relevant within the density up and down ramp, where the plasma

density is changing somewhat rapidly.

Figure 5.5 b) indicates that at the end of the density plateau a relatively strong

and coherent wake accelerating structure is being driven. This figure shows that

the profile of the laser has been compressed in time, and that the amplitude of

the field is still strong enough to inject electrons via ionization into a favorable

location within the wakefield. The laser and accelerating field amplitudes close to

the end of the plasma density down ramp, are shown in Fig. 5.5 e). This figure

shows that the laser amplitude has now decreased to below the level required

to ionize a significant amount of N6−7+. Examining the accelerating field E1, it

appears that a significant amount of beam loading has occurred, reducing and

flattening out the accelerating gradient of the wake on axis. In general close

to the end of the density down ramp there is a decrease in the amplitude of

the wake due to the decrease in the plasma density and laser amplitude and

possibly due to the beam load of the wakefield. As seen in Fig. 5.5 d), the

decrease in wake amplitude in turn allows a large amount of low energy electrons

to escape or leak out of the wakefield. The decrease in plasma density can also

cause a change in phase for trapped electrons. Figure 5.5 e) shows the plasma
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wavelength has increased and in Fig. 5.5 f) it can be seen that a portion of

electrons from the second period of the wakefield have ’jumped’ into the first

period at a location x1 ≈ 1210 (c/ωp). Figure 5.5 f), also shows that a much

larger portion of electrons in the second period have dephased and rolled over in

phase space at x1 ≈ 1207 (c/ωp). Figures 5.5 d) and f) indicate that electrons

which have gained the most longitudinal momentum remain on-axis and within

the first period of the wakefield. Figures 5.4 and 5.5 give an impression of the

various laser and wake dynamics which occur during the process of ionization

injection and trapping. However more work, including varying the gas mixture

ratio, optimizing the laser and plasma density profile and tracking the trajectories

of trapped and un-trapped electrons is needed to fully understand the trapping

process and optimize the properties of the accelerated electron beam.

Figure 5.6 shows three electron beam spectra obtained from the 95:05 He:CH4

gas mixture. The large step in the ionization potential from C4+ (64.5 eV) to

C5+ (392 eV) creates the step in space allowing electrons C5−6+ to be injected

directly into the wakefield. The lower ionization potential of carbon permits

electrons to be injected into the wake using even lower laser powers as compared

with injecting electrons from the K-shell of nitrogen. For our laser parameters,

the BSI model [79] indicates that C5−6+ will be created using an approximate ao of

1.3-1.7 respectively. It was found that when using the He:CH4 gas mixtures, that

the success of the experiment was even more sensitive to the level of pre-pulse.

This is due to the relatively large amount and the low ionization potential of the

hydrogen contained within the CH4. The plasma density profile for each spectra

was ∼2 mm in length and triangular in shape with a peak plasma density of

∼1.7x1019 cm−3. In Figures 5.6 a)-c) the ratio of P/Pc is shown for each spectra

and indicates the relative strength and rate of self-focusing which occurs. It

is thought that when P/Pc is larger, the evolution of the wake and laser occurs
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Figure 5.6: a)-c) The electron energy spectrum and the integrated spectral inten-

sity plotted vs electron energy. Each energy spectrum was created from a 95:05

mixture of He:CH4 at a peak plasma density of 1.7x1019 cm−3. The laser ao, pulse

width (FWHM) τ and ratio of P/Pc are shown for each spectrum. The spectral

intensity has been summed over a 30 milliradian range of angles.
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more quickly, causing the trapping and subsequent dephasing of electrons to occur

sooner within the plasma. This effect could explain why the spectrum in Fig. 5.6

a) has a large amount of charge piled up at a relatively lower energy, while the

spectrum shown in Fig. 5.6 b), at a slightly lower P/Pc has a lower amount of

peak charge, but has the charge spread out over a range of higher energies. Again,

as previously discussed, continuous electron beam spectra may not be observed

as it is thought that the long density down ramp at the back of the density profile

limits the distance over which injection of electrons via ionization can occur.

The spectrum shown in Fig. 5.6 b) shows three distinct peaks in the electron

spectrum. It is thought that each of these peaks corresponds to the electrons

originating from the first, second and third periods of the wake as shown in the

momentum vs space plot in Fig. 5.5 f). Figure 5.6 c) shows the a narrower elec-

tron spectrum created when the ao of the laser was reduced to ∼1.5 by stretching

the pulse width, τ to ∼80 fs. This electron spectrum had a peak energy of 37

MeV and a ∆E/E (FWHM) of ∼12%. The narrower spectrum could be caused

by the reduced ao of the laser. The lower ao could reduce the amount of electrons

from C5+ that are created and decrease the length over which these electrons were

injected into the wakefield. Additionally the lower wake amplitude / potential

driven by the lower ao of the laser might of limited the phase space over which

injected electrons could be trapped, allowing a narrower energy spectrum to be

created. In addition to the smaller energy spread, the spectrum shown in Fig.

5.6 c) had a 2.7 mrad (e−
1
2 ) divergence.

A mixture of 95:05 He:N2 gas was also used in these experiments. In general,

electron spectra with similar energies, divergences and charge were observed from

the 95:05 He:N2 gas mix as was from the 90:10 He:N2 gas mix. In order to reach

higher accelerated electron energies, the plasma density needed to be lowered to
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Figure 5.7: a)-c) Electron energy spectrum and the integrated spectral intensity

(over a 30 mrad) plotted vs electron energy. These spectra where observed using

a 95:05 He:N2 gas mix and a gas jet with a 3 mm opening. The plasma density

in frame a) was lowered from 1.1 to .85x1019 cm−3 in frames b)- c).
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increase the dephasing length. Unfortunately the 2 mm conical gas jet nozzle

was unable to produce a flat plasma density profile below ∼1.2x1019 cm−3. In

order to reduce the plasma density, a conical nozzle with a .5 mm throat and

a 3 mm opening was used. Using this 3 mm nozzle, a plasma density profile

with a ∼ 600 µm up ramp, followed by a ∼2 mm plateau and a ∼600 µm down

ramp could be created with lower plasma densities down to 7.5x1018 cm−3. The

average plasma density of the plateau for the electron spectrum shown in Fig. 5.7

a) was 1.1x1019 cm−3 and was reduced to 8.5x1018 cm−3 for the spectra shown

in 5.7 b) and c). The spectra shown in Fig. 5.7 represent some of the most

commonly observed spectral shapes from the 95:05 He:N2 gas mixture. Figure

5.7 a) shows the spectrum observed at a P/Pc ratio of 2.35. This spectrum has a

larger divergence, more charge and a lower peak energy that the spectra observed

with lower ratios of P/Pc in Fig. 5.7 b) and c). Spectra with continuous energy

spreads, as observed with the 2 mm nozzle and 90:10 He:N2 gas mixtures were also

observed. An example of such a spectrum is shown in Fig. 5.7 b). The energy

spread of this spectrum extends out to larger energies than were observed in

using the 2 mm nozzle. It is thought that the increase in the maximum observed

energy is due to the lower density and longer dephasing length obtainable using

the 3 mm long nozzle. In addition the spectrum in Fig. 5.7 c) shows that it was

possible to observe an electron feature with a a slightly narrower energy spread

at a central energy of ∼100 MeV. Again it is thought that the spectral shape

depends how soon trapping and the subsequent dephasing of electrons occurs.

For a laser ao of 2, at a plasma density of 8.5x1018 cm−3, a maximum energy

gain of ∼130 MeV is predicted using Eqn. 2.24. The maximum electron energy

observed in the spectra shown in Fig. 5.7 b) and c) are in reasonable agreement

the maximum predicted energy gain.

In Fig. 5.7 b) a slight ∼5-10 mrad tilt in the electron beam spectrum is
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observed. In addition to this tilt, there is a low energy, relatively high charge,

and large divergence component to the electron spectrum shown in Fig. 5.7 b)

and c). This low energy component is thought to be from charge trapped into

the back buckets of the wakefield, as has been seen in simulations (see Fig. 5.5

f)). In Fig. 5.7 b) the low energy component is offset from the tilted higher

energy component. For this particular spectrum, the offset of the low energy

feature, as well as the tilted higher energy spectral component are thought to

indicate that a stable, symmetric wake is not driven throughout the plasma.

Pump depletion of the laser can cause an unsymmetrical wake to be driven. The

resulting unsymmetrical focusing force is capable of putting a tilt on the electron

energy spectrum.

Figure 5.8 shows the spectrum of the laser pulse measured after propagating

through a plasma created from pure helium gas and the He:N2 gas mix close to

the threshold intensity to produce N6+. Transmitted spectra contain frequencies

not present in the vacuum laser spectrum. Locally the frequency of the laser

pulse can be increased and decreased by the wake via photon acceleration and

deceleration [49]. Additionally, ionization of the gas causes an increase in the

local electron density which further blue shifts laser frequencies [80]. The spectra

were measured by image relaying the exit plane of the plasma onto the slit of

an imaging spectrograph. The self-guided portion of the transmitted spectrum

shown in Fig. 5.8 was much brighter than the unguided spectrally blue shifted

laser light associated with the initial ionization process that forms the plasma (not

seen here). Experimental constraints did not allow for the simultaneous use of

a LANEX screen and spectrograph. Therefore, a surface barrier detector (SBD)

was used to indirectly detect the presence of electrons by monitoring the x-ray

Bremsstrahlung radiation created from collisions between accelerated electrons

and components in the vacuum chamber.
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Figure 5.8: The measured spectral intensity of the laser pulse (solid line) observed

after propagating through a plasma created from pure helium gas (a) and from a

9:1 He:N2 gas mix (b). For both spectra ne was ∼ 1.5x1019 cm−3 and ao ≈ 1.65.

The dashed line is the normalized spectral intensity of the laser.

If the laser pulse remains well guided as it ionizes and injects electrons into the

wake, then the guided portion of the transmitted spectrum from the He:N2 gas

mix is expected to show a greater blue shift than in pure helium. This is indeed

observed in our experiments. A strong SBD signal was observed in conjunction

with the extended blue shifted spectrum of the transmitted laser pulse from the

He:N2 mix shown in Fig. 5.8b. Below an ao of 1.6 this additional blue shift in

the transmitted laser light in the He:N2 plasma is not observed.

The divergence for accelerated electron beams is expected to be low near the

injection threshold, as electrons are predominantly ionized on axis near the peak

laser intensity and do not undergo large betatron oscillations [81]. However, as a

consequence of being ionized within the field of the laser, trapped electrons will

gain an additional amount of momentum with a component in the direction of the

laser field polarization [67, 82]. This effect leads to a beam with an asymmetrical

divergence (3 mrad vs 6.3 mrad) as shown in the inset of Fig. 5.9. Additionally,

Fig. 5.9 indicates that the divergence transverse to the laser polarization initially

remains relatively constant for ao <2.3, but subsequently increases as the laser
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ao is increased. A possible explanation for this trend, which is also seen in

simulations, is that as ao is raised, electrons are ionized further off axis and

experience a larger radial ponderomotive force from the laser which leads to

larger beam divergences.

While the divergences presented here are reasonably small, ionization injection

could potentially be used to obtain beams with even better divergence. If the

amplitude and profile of the laser pulse can be shaped such that the electrons are

only ionized on axis and over a very small volume, then the amount of transverse

momentum gained from the wakefield is expected to be very small. Furthermore,

if the laser pulse profile is made to be asymmetric, with a longer rise and quicker

fall in time, then the divergence of the accelerated electron beam can be further

reduced as now the envelope of the laser field will not overlap the location at which

electrons will be trapped. An advantage of using an asymmetric laser pulse with

a longer leading edge, instead of just a very short laser pulse, is that electrons

will be ionized further back towards the center of the wakefield. This will allow

these electrons to experience a larger available potential difference, meaning that

they can be trapped into a wake with a smaller absolute wake amplitude using

less laser power.

Figure 5.10 shows the envelope of an asymmetric laser pulse and the wake

potential that is driven taken from a 2-D OSIRIS simulation. The intensity of

the laser profile had a 30 fs rise and a 10 fs fall. The laser was focused down to

the matched spot size of 4.5 µm with a peak ao of 2.5. The plasma density was

1.4x1019 cm−3 and a mixture of 99:1 % helium to nitrogen was used. Compared

to simulations where a longer symmetric laser pulse with a 45 fs pulse width, the

asymmetrical laser pulse profile did lead to a reduction of electron momentum in

the direction of the laser pulses polarization as expected. However, the laser ao
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in this simulation was 2.5, and created a large volume of injected electrons from

the N6−7+ ionized states. Therefore in this simulation the laser ao was not opti-

mized to produce an electron beam with a very small transverse momentum. The

electron trajectories shown in black in Fig. 5.10 do no accurately represent the

trajectories or transverse momentum of the majority of trapped electrons in this

simulation. The trajectories shown were chosen to illustrate the concept that

electrons created on axis, and trapped outside of the laser field will gain very

little transverse momentum. While controlling the ionization injection volume

can reduce the transverse momentum gained from the wakefield, as previously

mentioned, electrons will gain transverse momentum as a result of being ionized

within the field of the laser. An electron ionized at the peak instantaneous vector

potential of the laser can gain up to energy up to 2Up in the transverse direction,

where Up is the ponderomotive potential of the laser. However the majority of

electrons are created via ionization at low values of A (i.e. near the instantaneous

peak of the electric field) and will gain much less than UP [65]. For the parameters

of the laser used in this work, Up ≈ 1MeV. If the majority of trapped electrons

retain a few hundred KeV of energy in the transverse direction from being ion-

ized and gain a negligible amount of transverse energy from the wakefield, then

divergences of less than 1 mrad can be achieved if longitudinal electron energies

of ∼500 MeV are reached.

Experiments were also preformed at similar densities and comparable laser

powers using pure helium. Weak electron spectra were occasionally observed

over a range of P/Pc from 2 to 4 but the energy, divergence and energy spread

of the spectra had large variations and were irreproducible. Simulations indicate

that for our experimental parameters, the spectra produced from pure helium

plasmas originate from electrons that are trapped into the 2nd and 3rd periods

of the wakefield.
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Figure 5.10: a)The envelope of the electric field, shown in color, with the He

charge density shown in grey scale vs space. b) the normalized wake potential

created vs space. A few selected trajectories of injected electrons from the N6−7

ionized states with small transverse momentum are shown in black. These tra-

jectories illustrate the idea of using a asymmetrical laser pulse and limiting the

injection ionization volume to produce a beam with a small divergence.
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Initial measurements of the electron beam charge were made by placing the

ICT inside the vacuum chamber. To stop low energy electrons and transmitted

laser light from striking the windings of the ICT, a 1.59 mm thick aluminum

shield with a on axis 44.25 mm diameter circular hole was placed in front of the

ICT. The aluminum shield stoped electrons with energies below ∼1 MeV from

striking the ICT while the hole in the shield allowed the un-deflected electron

beam to pass through the ICT. With this setup, the ICT measured more than

a nanocoulomb of charge coming out of the LWFA when using the 90:10 He:N2

gas mixture. It is thought that the majority of this charge comes from electrons

with less than 1 MeV of energy that are created by the LWFA. In an attempt to

measure the amount of charge at higher electron energies, the .91 T dipole magnet

was placed in front of the ICT in order to deflect the lower energy electrons. The

dipole magnet and ICT were setup such that only electrons with energies greater

than ∼30 MeV passed through the ICT. Unfortunately due to the continuous

nature of the electron spectrum, electrons with energies below 30 MeV struck the

windings of the ICT creating so much noise, that a charge signal could no longer

be measured.

To reduce the noise, the ICT was placed outside the chamber. The first setup

used to measure the charge was almost identical as the one shown in Fig. 4.11,

except initially the electron beam was taken through a 5 mm thick fused silica

glass window and no dipole magnet was used to deflect low energy electrons. The

glass window stopped electrons below ∼3 MeV from exiting the vacuum chamber.

In this configuration the accelerated charge above 3 MeV created from the 90:10

He:N2, 95:05 He:N2 and 95:05 He:CH4 gas mixtures was measured. The measured

charge vs the ratio of P/Pc for these measurements are shown in Fig. 5.11. These

charge measurement were made using the conical gas jet with a diameter of 2

mm and over a range of laser powers and plasma densities. The plasma density
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profile varied and was found to be dependent on the backing pressure of the

gas, the height above the nozzle at which the laser was focused, and the type

of gas used. The density profile that was used to calculate the critical power

was obtained by averaging the longitudinal density profile over 100 µm in the

transverse direction. Over the range of gas pressures, heights and gas mixtures

used, the plasma density profile fluctuated considerably. The density profile was

observed to be triangularly shaped at times. The profile was also observed to

be trapezoidally shaped as shown in Fig. 5.1 and often times this trapezoidal

shape would have one or more density spikes within the profile. On each shot,

the critical power was always calculated using the maximum peak density value

measured. In this manner the ratio of P/Pc represents the largest possible ratio.

For these measurements the laser power on target varied from ∼3-6.3 TW and

peak value of the plasma density varied from∼1x1019-2.4x1019 cm−3. The average

peak plasma density value used in this charge measurement was 1.5x1019 cm−3.

For both the He:N2 and He:CH4 gas mixtures the measured charge above 3

MeV was found to vary between 20-50 pC at a P/Pc ∼ 2. For the He:N2 gas

mixture a similar amount of charge is measured for both the 90:10 and 95:05

gas mixtures over the overlapping ranges of P/Pc. As the ratio of P/Pc was

increased the amount of accelerated charge observed from the 90:10 He:N2 and

95:05 He:CH4 gas mixture was found to increase. The increase in observed charge

at larger values of P/Pc is thought to be caused by two main effects. First, for a

fixed density, as the ratio P/Pc is increased a larger amplitude wake will be driven

creating a larger volume over which the trapping condition can be satisfied. This

may enable a larger amount of charge to be trapped. Secondly, as the amount of

power is increased, the volume over which the laser becomes intense enough to

ionize N6−7+ and inject electrons becomes larger, again possibly leading to more

charge being trapped. In the 95:05 He:CH4 gas mixture as the ratio of P/Pc was

123



1.5 2 2.5 3
0

50

100

150

200

P / P
c

M
e

a
s
u

re
d

 C
h

a
rg

e
 (

p
C

)

Electron beam charge vs P  / P
c

 

 

 

 

1.5 2 2.5 3
0

50

100

150

200

P / P
c

M
e

a
s
u

re
d

 C
h

a
rg

e
 (

p
C

)

Electron beam charge vs P  / P
c

 

 

 

 

 

 

He:N   95:05

He:N   90:10
2

2

He:CH   95:05
4

a)

b)

Figure 5.11: The measured charge above ∼3 MeV vs P/Pc. a) The blue triangles

and red circles correspond to the charge measured using 90:10 and 95:05 He:N2

gas mixtures respectively. b) The charge measured from the 95:05 He:CH4 gas

mixture.
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increased the amount of charge was found to increase to ∼100-150 pC at a P/Pc

of nearly 3. In both gas mixtures the magnitude of the accelerated charge was

observed to fluctuate by ∼100 % for similar values of P/Pc. This fluctuation

in charge may be related to the amount of charge being trapping into multiple

periods of the wakefield. The amount of charge trapped and retained within each

period of the wake depends on many factors including the value of the plasma

density, the plasma density profile, the laser pulse width and magnitude and the

laser and wake evolution.

After these measurements were made, the experimental setup was changed to

that shown in Fig. 4.11. A dipole magnet with a .285 T field was used to deflect

electrons with energies lower than ∼14 MeV into a 3 mm tungsten beam dump.

This beam dump stopped these lower energy electrons from striking the ICT.

The ICT then measured the charge of electrons with energies above 14 MeV

that passed cleanly through the ICT. The charge measured above ∼14 MeV

vs the ratio of P/Pc from the 90:10 He:N2 gas mixture is shown in Fig. 5.12.

By deflecting the lower energy electrons, it was thought that a more accurate

and consistent measurement of accelerated charge could be made. Figure 5.12

indicates that despite this effort the amount of charge still fluctuates by ∼100

% or more for similar values of P/Pc. The large fluctuation in charge for similar

values of P/Pc might indicate there is a ’threshold’ in the ratio of P/Pc where very

rapidly the wake amplitude starts to grow, and in turn the amount of trapped

and accelerated charge increases quickly. In addition to wake amplitude, the

trapping of electrons also depends on the phase or location within the wake

at which injection takes place. Therefore the threshold ratio of P/Pc at which

large amounts of electrons begin to be trapped could also be indicating a sort

of resonance between injection location (i.e. pulse width) and plasma density.

Additionally fluctuations in the plasma density profile not only effect the trapping
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Figure 5.12: The measured charge above ∼14 MeV vs P/Pc using 90:10 gas

mixture. Here the ratio of P/Pc has been calculated using the peak measured

density.
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Figure 5.13: The measured charge above ∼14 MeV vs P/Pc using 90:10 gas

mixture. Here the ratio of P/Pc has been calculated using the average plasma

density of the central ∼700 µm of the plasma profile.

of electrons, but also hinder making an accurate assessment of the critical power

for self-focusing. For example, for a triangularly shaped density profile, what

density value should be used for to calculate Pc? If instead of the peak density

value, an average density over the central ∼700 µm of the density profile is used,

the measured charge above ∼14 MeV vs P/Pc can be re-plotted and is shown in

Fig. 5.13. Using the average plasma density, the amount of accelerated charge is

still found to rapidly increase with increasing values of P/Pc and the amount of

charge is still observed fluctuate by ∼100 % or more. Figures 5.13 and 5.12 both

indicate that the charge above 14 MeV increases rapidly to ∼100 pC as the ratio

of P/Pc is increased in the 90:10 He:N2 gas mixture. These figures also show

that due to the varying plasma density profiles, there is some uncertainty in the
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absolute value of P/Pc. Using the average plasma density, accelerated charge was

observed at a P/Pc as low as ∼1.2. A gas cell with a flatter, more reproducible

profile may aid in making a more accurate measurement of Pc.

In conclusion experimental evidence for the tunneling ionization injection and

subsequent trapping of electrons into laser produced wakefields has been pre-

sented. The spectral shape, relative amount of charge and beam divergence

measured are in good agreement with that from simulations. A detailed descrip-

tion of the laser, wake and electron trapping evolution was presented from data

taken from 3-D OSIRIS simulations. This simulation detailed how continuous

ionization injection and trapping is eventually inhibited by the changing plasma

density profile and subsequent beam loading of the wake. In plasmas produced

from 95:05 He:N2 and 95:05 He:CH4 gas mixtures it was shown that the spectral

shape can be varied from a quasi-continuous to an energy spread of ∼ 12% by

varying the density, pulse width and in turn the ratio of P/Pc. It was shown

that electrons could still be trapped and accelerated via ionization injection as

the plasma density was lowered to 8.5x1018 cm−3. Here electrons with energies

up to ∼110 MeV could be reached using ∼ 6 TW of laser power. The amount of

accelerated charge injected and trapped from the 90:10 He:N2 and 95:05 He:N2

and He:CH4 gas mixtures was presented. From all of the gas mixtures, tunnel-

ing ionization injection was found to create electron beams with 20-100 pC of

charge at ratios of P/Pc of ∼2-3. Additionally, it was shown in simulations that

by limiting the injection volume, it may be possible to use tunneling ionization

injection to create electron beams with less than 1 mrad divergence. In compar-

ison to self-trapping, tunneling ionization injection was shown to require a lower

laser intensity to trap electrons, and could be a useful mechanism for injecting

electrons into lower density wakefields.
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CHAPTER 6

Conclusions

In this dissertation the injection of electrons via tunneling ionization into a laser

wakefield accelerator has for the first time been studied and demonstrated. It has

been shown, that the large step in the ionization potential of a gas between suc-

cessive ionization states can be matched to the laser amplitude profile and to the

plasma density, such that electrons from the higher ionized state can be injected

directly into a LWFA. In this work, gas mixtures comprised of predominately

helium with either a small addition of nitrogen or methane gas were used. Near

the peak of the laser pulse amplitude, electrons from either N6−7+ or C5−6+ were

created and injected directed into the wakefield which was supported from the

electrons of helium and the lower ionization states of either nitrogen or methane.

Using the helium nitrogen gas mixture, the observed intensity threshold for the

injection, trapping and acceleration of electrons was found to correspond closely

to the intensity required to ionize N6+. This sharp onset in the acceleration of

electrons at the intensity required to ionize and inject the 6th electron from nitro-

gen strongly suggests that mechanism of injection is indeed tunneling ionization.

Furthermore, the observed broad band electron beam spectra and divergence are

in good agreement with 3-D particle in cell code simulations which include the

ionization injection process using the ADK model of ionization.

Experiments have shown that using tunneling ionization as an injection mech-

anism, electrons can be trapped and accelerated using roughly four times less laser
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power than that required to self-trap electrons. A fully 3-D Hamiltonian based

description of the laser and wakefield was used to find necessary potential differ-

ence an electron must experience for trapping to occur. Using the 3-D scaling

laws for the LWFA in the blowout regime, it was found that injecting electrons

directly into the wakefield significantly increases the potential difference or the

amount of energy available to the electron to become trapped. In comparison

to self-trapping, this increase in available potential can in turn be used to lower

the absolute wake amplitude necessary for trapping to occur. Lower amplitude

wakes can be driven with lower laser powers and this model agrees with the ex-

perimental observation of accelerated electrons using laser powers far below those

required for the self-trapping of electrons.

The reduction in the required laser power to trap and accelerate electrons

which have been injected via ionization, could be used to improve the overall

efficiency of a LWFA. Additionally the injection and trapping of electrons into

wakefields with reduced amplitudes can be used to push laser wakefield acceler-

ators to lower plasma densities in order to reach higher accelerated energies. An

advantage of ionization injection is that it can be utilized in conjunction with the

self-guiding of the laser pulse in a straight forward manner. Recently the self-

guiding and ionization injection concepts were combined to inject electrons at a

plasma density of 1.5x1018 cm−3, which is the lowest density that electrons have

been injected into a LWFA. At this density the laser pulse was intense enough

to drive a sufficiently strong wake to remain self-guided, but not intense enough

to drive a large enough wake for self-trapping to occur. As a result of injecting

electrons via tunneling ionization into a low density LWFA, electrons were able

to be accelerated to a peak energy of ∼1.45 GeV. To date, this is the highest

electron energy that has been reached using a LWFA [53].
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Experimental results presented in this dissertation show that the electron

spectrum created as a result of ionization injection can be quite varied with

energy spreads ranging from continuous down to ∼ 12%. The continuous energy

spread observed in many electron spectra is thought to be from the continuous

injection and trapping of electrons which occurs within the plasma. 3-D OSIRIS

simulations indicate that some of the variation in the electron spectrum could be

due to the fact that the spectrum contains components from multiple periods of

the wakefield. Additionally the simulations show that the evolution of the wake,

laser pulse and plasma density profile can all effect the final electron energy

spectrum. Simulations also suggest that for concentrations of 10% nitrogen to

90% helium, the number of trapped electrons from N6−7+ can beam load the wake

and modify the electron energy spectrum. Furthermore the model developed from

the LWFA 3-D blowout scaling laws indicates that the injection location within

the wake can change the energy gain by ∼50%.

There is still much work to be done with the ionization injection mechanism

in order to optimize the accelerated electron beam properties. In particular,

the large energy spreads are unsuitable for almost all electron beam applications.

Currently, efforts are being made to reduce the energy spread of the electron beam

created via ionization injection by implementing a two stage accelerator. The first

short stage, would be comprised of a gas mixture suitable for ionization injection.

Here electrons would be injected and trapped, but only over a short distance, thus

limiting the energy spread of the electron beam. The laser, wakefield and trapped

electrons would then transition to a much longer stage, filled with a pure helium

or hydrogen gas where the injection of electrons would be terminated, but the

acceleration would continue.

It is also thought that the ionization injection can lead to accelerated electron
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beams with lower divergences in the future. Electron beams with low divergences

and emittances are necessary to achieve a high fluence desirable for most applica-

tions. In this work electron beams with ∼3-10 miliradian divergences have been

observed. As previously discussed, it is thought that the beam divergence could

be reduced if the laser pulse width is reduced or if the pulse profile is tailored

such that field of the laser does not overlap the region over which electron are

accelerated within the wakefield. Additionally it is thought the divergence of the

electron beam could be further improved if the ionization volume of injected elec-

trons has a very small transverse extent. It is believed that the closer electrons

can be ionized to the axis of the wakefield, the smaller the betatron oscillations

will be, and as a consequence less transverse momentum will be gained. Due

to being created via ionization, electrons will retain some transverse momentum

imparted from the field of the laser. It is believed that when the injection process

is optimized, the small amount of transverse momentum gained from ionization

(500 KeV) will be small, compared to the transverse momentum of self-trapped

electrons which must cross the sheath and be injected from outside of the wake-

field.

Initial measurements of the electron beam charge indicate that 20-100 pC of

charge can be consistently trapped and accelerated using both the helium nitrogen

and helium methane gas mixtures at a ratio of P/Pc ≈ 2. In these measurements,

at similar ratios of P/Pc the amount of charge was observed to fluctuate by over

∼ 100%. One should be able to reduce the fluctuation in the amount of charge

trapped using ionization injection by improving the reproducibility of the laser

as well as the gas source target.

In addition to optimizing the properties of electron beams created through

ionization injection, there are a few areas of research within the field of laser
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wakefield acceleration which might be further explored using ionization injection.

One topic of interest is to see if ionization injection can allow the trapping of

electrons into low amplitude linear electron waves. While an external source of

laser guiding must be used, injecting and accelerating electrons within the linear

regime is of considerable interest. Additionally ionization injection might be used

to trap enough charge into a wakefield as to observe beam loading effects. While

beam loading will be difficult to study, as it appears that ionization injection

traps electrons into multiple periods of the wake, it is still an interesting and

open field of experimental study.
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